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Abstract—The onboard battery self-heaters are employed to improve the performance and lifetime of the automotive lithium-ion batteries under cold climates. The battery performance is determined by the core temperature which is significantly higher than the surface temperature during the fast self-heating, while only the surface temperature can be directly measured. By estimating the core temperature to monitor the self-heating condition, the heating time and the energy consumption can be improved. However, the high-frequency heating current and the time-variant battery impedance cannot be measured in real time by a low-sampling-rate battery management system, so that the regular core temperature estimation methods are not applicable during the self-heating. To solve the issues, an online core temperature estimation algorithm based on the lumped thermal–electrical model is developed for the onboard ac self-heater. By implementing an extended state observer to compensate for the effect of the parameter uncertainties, the core temperature can be accurately detected even with the unknown internal resistance and root mean square (RMS) heating current. The experimental validation of 18 650 lithium-ion batteries shows that the core temperature estimation error is within only 1.2 °C. As a result, the self-heating time and energy consumption can be reduced by 50%.
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I. INTRODUCTION

THe lithium-ion batteries have been widely used in electric vehicles (EVs) for their high specific energy and power density. However, thermal issues of lithium-ion batteries are often criticized as the main concern of energy storage failure and degradation [1]. Especially, in cold climates, the lithium-ion batteries suffer severe loss of energy and power, resulting in the dramatically reduced driving range of EVs [2]. In order to alleviate the “range anxiety” in cold climates, it is essential to preheat the batteries to a suitable temperature for EV driving in cold weather [3].

Various preheating methods have been developed for automotive lithium-ion batteries to improve poor performance at low temperatures [3]–[13]. Among the different heating methods, the internal heating methods utilize the ac to generate heat from inside of the battery itself, avoiding the long paths of heat conduction and the local hot spots near the heating sources [6]–[13]. Therefore, compared to the external heating methods, the internal heating can provide a faster speed, higher efficiency, and more uniform temperature distribution. Moreover, the battery self-heater presented in [11] and [12] utilizes the battery energy for preheating without external power supplies, providing flexible applicability for EVs in different parking areas.

In practice, only the surface temperature is measurable for automotive battery cells. In the preheating application, the self-heater stops heating the batteries when the measured surface temperature reaches the acceptable values for driving, e.g., 0–5 °C. However, compared to the surface temperature, the core temperature is more relevant to battery performance, such as the available power and capacity. Due to the continuously high charge/discharge current during the preheating, there is a significant temperature difference between the surface and the core, e.g., 10 °C or more [14]. Thus, it consumes more electrical energy and heating time to raise the battery surface temperature to the threshold value, leading to the additional driving range reduction in winter. On the contrary, if the battery core is not sufficiently heated, the degraded battery power and capacity also deteriorate the EV range in cold climates. Consequently, the core temperature monitoring is crucial for the battery self-heating, which is beneficial to extend the driving range in cold weather.

In previous works, the core temperature estimation methods are developed for battery state monitoring. The most common
approach is the electrochemical-impedance-spectroscopy (EIS) measurement-based method [14]–[18]. As the battery impedance closely depends on the core temperature, studies [18]–[20] show that the EIS measurement is applied to estimate the core temperature and other health-related parameters, providing satisfying accuracy. However, the impedance–temperature characteristic should be acquired in advance through tedious preliminary tests. In addition, cell aging also deteriorates the accuracy of the EIS-based methods because the battery impedance deviates with the state of health [19], [20].

An alternative approach to estimate the core temperature is to build an observer based on the thermal–electrical model of lithium-ion batteries [21]–[25]. A lumped thermal–electrical model, whose thermal dynamics are defined by the surface and core temperatures, is usually utilized for core temperature estimation due to its simplicity and enough accuracy [25]–[29]. The thermal parameters are identified by the recursive least square (RLS) method based on the preliminary test data [21]. By utilizing the feedbacks of the surface temperature, cell voltage, and current, different model-based core temperature observers are built and proposed for real-time applications [21]–[25]. To deal with the time-varying model parameters, such as the temperature-dependent internal resistance, the Kalman filter (KF) is proposed to improve the accuracy of the core temperature estimation [23]–[25].

Nevertheless, both categories of the core temperature estimation methods are not applicable to the rapid self-heating cases. For the consideration of compactness, the onboard self-heating ac frequency is relatively high, at several kilohertz or more, to reduce the size of passive components. To extract the impedance information from the sampled ac heating current and cell voltage data, the EIS-based methods require a very high sampling rate to several hundred kilohertz, which is impractical for a real battery management system (BMS). Also, the shortage of battery current and voltage information caused by the low BMS sampling rate makes it difficult to estimate the heat generation rate in the thermal–electrical model-based methods [21]–[25]. These KF-based estimation methods are infeasible in self-heating applications due to the lack of the heat generation rate, which is not a Gaussian random process with zero mean. Therefore, the real-time tracking error of those core temperature estimation methods is not negligible during the self-heating, producing improper feedbacks to the BMS.

The main innovation of this article is to develop a feasible core temperature estimation method for the onboard battery self-heating application. The proposed method is based on the lumped thermoelectric model, where the time-invariant thermal resistances and capacities can be identified in advance. To cope with the model uncertainties and time-variant parameters in the estimation model, an extended state observer (ESO) with the feedback of the surface temperature is built to improve the estimation accuracy and guarantee the dynamic performance of the system. By properly tuning the parameters, the proposed ESO can adequately compensate for the influence of the temperature-dependent internal resistance, the open-circuit voltage, and other parameter uncertainties. Therefore, the core temperature can be accurately estimated within a short time during the onboard self-heating.

The primary benefit of the proposed method is to avoid the high-frequency current and voltage measurement for online estimation of battery impedance, because the proposed ESO is able to calibrate the estimated heat generation rate. With this method, the low-sampling-rate BMS is capable of estimating the core temperature in real time for the high-frequency self-heaters. The experimental results on 18650 cells demonstrate that the proposed method can accurately estimate the core temperature without the information of the internal resistance during the short self-heating period. As a result, the core temperature monitoring helps reduce 50% of the heating time and energy consumption, leading to extended EV ranges.

II. SELF-HEATER FOR AUTOMOTIVE LITHIUM-ION BATTERIES

A. Equivalent Circuit Model of the Lithium-Ion Battery

The onboard self-heater utilizes the internal resistance of lithium-ion batteries to generate the Joule heat for preheating. Thus, the electrical model of the lithium-ion battery is first established. From [30], it is known that the first-order RC model presented in Fig. 1(a) is widely used for its simplicity and acceptable precision in representing the lithium-ion battery dynamics. The equivalent impedance of this model can be expressed as

\[
Z_b = R_b + \frac{R_p}{1 + \omega^2 R_p^2 C_p^2} - j\omega \frac{R_p^2 C_p}{1 + \omega^2 R_p^2 C_p^2}
\]  

(1)

where \(R_b\) denotes the ohmic resistance. \(R_p\) and \(C_p\) are the polarization resistance and capacitance, respectively. According to (1), the battery impedance is almost equal to \(R_b\) under high-frequency excitations, as shown in Fig. 1(b). Since the self-heating current is usually at a high frequency such as 10 kHz or more, it is accurate enough to only take \(R_b\) to calculate the Joule heat generation \(Q_b\), e.g., \(Q_b = I_b^2 R_b\).

B. Self-Heater for Automotive Lithium-Ion Batteries

The proposed onboard self-heater is based on the inductor ladder topology, as shown in Fig. 2(a). The terminals of the battery pack are connected to the power switches, and the midpoint of the series cell string is connected to the inductors. In the interleaved structure, the energy can be transferred from the upper battery strings to the lower ones, and vice versa. Therefore, the ac heating current can be generated by the proposed self-heater without external power supplies.

The pulsedwidth modulation (PWM) signals for power switches \(S_1 (S_3)\) and \(S_2 (S_4)\) are complementary, and the duty
ratios are 50% if neglecting the deadtime, as shown in Fig. 2(b). Assuming the battery cells have the same voltage and resistance, i.e., \( V_{B1} = V_{B2} = V_B \), and \( R_{B1} = R_{B2} = R_B \), the battery heating currents \( i_{b1} \) and \( i_{b2} \) are symmetrical, as well as the inductor currents \( i_{L1} \) and \( i_{L2} \). For example, the inductor current \( i_{L1} \) increases when \( S_1 \) and \( S_3 \) are turned on. Considering the switching frequency is \( f_s \), \( i_{b1} \) during this period (\( t_0 \sim t_0 + 1/2 f_s \)) can be expressed as

\[
i_{b1}(t) = i_{L1}(t) = \frac{V_B}{2(R_B + R_o)} \left[ 1 - 2e^{-\frac{R_B + R_o}{L_f s}(t - t_0)} + e^{-\frac{R_B + R_o}{L_f s}t} \right]
\]  

(2)

where \( R_o \) denotes the sum of the power switches' turn-ON resistance, the parasitic resistance of the inductors, etc. Due to the symmetrical topology, when \( S_2 \) and \( S_4 \) are turned ON, \( i_{b1} \) is equal to \( i_{L2} \) and is 180° lagged to \( i_{L1} \). As \( i_{L1} \) and \( i_{L2} \) are complementary, the heating current frequency is twice of the switching frequency \( f_s \). The RMS heating current can be calculated as

\[
I_{b1} = \sqrt{\frac{V_B}{R_B + R_o}} \int_{0}^{1/f_s} \frac{1}{2} \left[ 1 - 2e^{-\frac{R_B + R_o}{L_f s}(t - t_0)} + e^{-\frac{R_B + R_o}{L_f s}t} \right] dt
\]

\[
= \sqrt{\frac{2e^{-\frac{R_B + R_o}{L_f s}(1/f_s - t_0)} - e^{-\frac{R_B + R_o}{L_f s}t_0}}{2}} \left[ 1 - \frac{2Lf_s}{R_B + R_o} \left( 1 - e^{-\frac{R_B + R_o}{L_f s}} \right) \right]
\]

(3)

From (3), both the battery internal resistance \( R_B \) and the switching frequency \( f_s \) affect the RMS heating current, as shown in Fig. 2(c). When \( R_B \) decreases with the rising core temperature during the self-heating, the RMS heating current increases even if \( f_s \) is constant. Therefore, the accurate value of the RMS current is not easy to obtain from the self-heating circuit model. Another approach to obtaining the RMS heating current is to directly sample and log the current waveforms for RMS calculation. However, the heating current frequency is several kilohertz. Thus, the required sampling rate for RMS calculation should be as high as several hundred kilohertz, which is not feasible for an onboard BMS. The low sampling rate also makes the online EIS estimation impossible with the high-frequency current. Accordingly, neither the heat generation rate \( I_{b1}^2 R_B \) nor the EIS characteristic is achievable during the self-heating. Therefore, both categories of the previous core temperature estimation methods in [18]–[20] and [21]–[25] are ineffective in self-heating applications. To solve this issue, a novel core temperature estimation method, operating without the precise information of the heat generation rate and the EIS characteristic, is introduced in detail in the next section.

III. ONLINE CORE TEMPERATURE ESTIMATION

A. Lumped Thermal Model of the Lithium-Ion Battery

For the battery core temperature estimation, an accurate thermal model has to be established. In previous studies, plenty of thermal models are developed to describe the thermal dynamics of lithium-ion batteries. Among them, the partial differential equation-based thermal models can predict the detailed temperature distribution throughout the battery, whereas they are too complicated to compute in real time. Instead, single-state models, where a bulk temperature represents the thermal dynamic, have been used due to their computational efficiency. To balance the computational efforts and model accuracy, the lumped two-state thermal models are developed for capturing both the surface and the core temperatures [25]–[28]. Also, the thermal impact of adjacent cells in a battery pack is considered and modeled in [29], as shown in Fig. 3. The core temperature

---

**Fig. 2.** Proposed onboard self-heater. (a) Circuit topology. (b) Waveforms. (c) RMS heating current with different internal resistance and switching frequencies.

**Fig. 3.** Lumped two-layer thermal model of lithium-ion batteries.
estimation methods in [21]–[25] have also proved that the two-layer lumped thermal model can provide enough accuracy in presenting the battery’s thermal characteristics without too much complexity. By assuming that both the battery surface and core temperature are both uniform, the lumped battery thermal model can be expressed as

\[
\begin{bmatrix}
  \dot{T}_c \\
  \dot{T}_{sh}
\end{bmatrix} = 
\begin{bmatrix}
  \frac{1}{R_c C_c} & \frac{1}{R_c C_c} \\
  \frac{1}{R_f C_f} - \frac{1}{R_f C_s} - \frac{1}{R_s C_s}
\end{bmatrix}
\begin{bmatrix}
  T_c \\
  T_{sh}
\end{bmatrix} + 
\begin{bmatrix}
  \frac{1}{C_c} & 0 & 0 & 0 \\
  0 & \frac{1}{R_f C_f} & \frac{1}{R_s C_s} & \frac{1}{R_s C_s}
\end{bmatrix}
\begin{bmatrix}
  I^2_b R_b \\
  T_f \\
  T_{sh1} \\
  T_{sh2}
\end{bmatrix}
\]

(4)

where \(T_{sh}\) denotes the surface temperature, \(T_c\) denotes the core temperature, and \(T_f\) is the ambient temperature. \(R_c\) is the thermal resistance across the core and the surface, and \(R_f\) is the thermal resistance between the surface and the environment. \(C_c\) and \(C_s\) are the battery internal and surface thermal capacity, respectively. To model the heat transferred from the adjacent cells in an automotive battery pack, \(R_s\) is used to represent the thermal resistance across the adjacent cells, and \(T_{sh1}\) and \(T_{sh2}\) are the adjacent cell temperatures. Due to the cells evenly distributed in a battery pack, the thermal resistances \(R_s\) across the adjacent cells are assumed to be equal. If the cell is located at the boundary of a pack, it is only affected by one side of the adjacent cell. By considering both the natural convection and the heat transferred from adjacent cells, the proposed thermal model is accurate enough for onboard applications. Note that the thermal parameters \(R_c, R_s, R_f, C_c,\) and \(C_s\) are related to the battery materials and shape, and are assumed to be constant during the whole cycle life of the battery. \(I^2_b R_b\) can represent the total heat generation rate during the high-frequency self-heating.

In order to estimate the core temperature with the proposed thermal model, the thermal parameters in (4) should be acquired. Authors in [21]–[25] described several practical parameter identification methods that can precisely obtain the thermal parameters after preliminary tests. In the case of self-heating, the constant parameters \(R_c, R_s, R_f, C_c,\) and \(C_s\) can be identified by the RLS-based method in advance. However, due to the limitation of the sampling rate, the temperature-dependent resistance \(R_b\) and the RMS value of the high-frequency heating current are still unavailable by an onboard BMS.

**B. ESO for Internal Temperature Estimation**

In previous methods, the KF or extended KF (EKF) is used to estimate the core temperature and other battery states [21]–[25]. In such cases, the low-frequency battery current can be measured by the BMS directly, as well as the terminal voltage. Based on the circuit model of the battery, the internal resistance can be identified online by using the measured current and voltage. Then, the heat generation rate \(I^2_b R_b\) can be easily obtained to estimate the core temperature.

However, in the self-heating applications, the KF-based observer cannot be used directly due to the absence of the battery current and resistance information. In this article, an estimation strategy based on the ESO is proposed for the core temperature estimation in the self-heating application. The ESO was developed to deal with the control problems with unknown parameters or parameter uncertainties [31].

The inaccurate estimated RMS heating current and internal resistance can be represented by \(I_b\) and \(\hat{R}_b\), respectively. The system disturbance caused by the uncertain parameters is expressed by \(d = I^2_b R_b - I^2_b \hat{R}_b\). Hence, the estimation accuracy of the core temperature is significantly affected by the parameter uncertainties of \(I_b\) and \(R_b\) in the self-heating cases.

Since the core temperature dynamic is dependent on \(d\), it can be modeled as an augmented state. By assuming \(h\) as the derivative of \(d\), the battery thermal model considering the inaccurate parameters and uncertain input can be augmented and expressed as

\[
\begin{bmatrix}
  \dot{\hat{T}}_c \\
  \dot{\hat{T}}_{sh}
\end{bmatrix} = 
\begin{bmatrix}
  -\frac{1}{R_c C_c} & \frac{1}{R_c C_c} \\
  \frac{1}{R_f C_f} - \frac{1}{R_f C_s} - \frac{1}{R_s C_s}
\end{bmatrix}
\begin{bmatrix}
  \hat{T}_c \\
  \hat{T}_{sh}
\end{bmatrix} + 
\begin{bmatrix}
  \frac{1}{C_c} & 0 & 0 & 0 \\
  0 & \frac{1}{R_f C_f} & \frac{1}{R_s C_s} & \frac{1}{R_s C_s}
\end{bmatrix}
\begin{bmatrix}
  \hat{I}_b^2 \hat{R}_b \\
  \hat{T}_f \\
  \hat{T}_{sh1} \\
  \hat{T}_{sh2}
\end{bmatrix}
\]

(5)

As the only measurable state in (5) is the surface temperature \(T_{sh}\), it can be seen as the system output. Thus, the two-layer thermal model with uncertainties can be rewritten as

\[
\begin{aligned}
  \dot{x} &= Ax + Bu + E\dot{h} \\
  y &= Cx
\end{aligned}
\]

where

\[
A = 
\begin{bmatrix}
  -\frac{1}{R_c C_c} & \frac{1}{R_c C_c} & 1 \\
  \frac{1}{R_f C_f} - \frac{1}{R_f C_s} - \frac{1}{R_s C_s} & 0 & 0 \\
 0 & 0 & 0
\end{bmatrix}
\]

\[
B = 
\begin{bmatrix}
  \frac{1}{C_c} & 0 & 0 & 0 \\
  0 & \frac{1}{R_f C_f} & \frac{1}{R_s C_s} & \frac{1}{R_s C_s} \\
 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
C = [0 \ 1 \ 0], E = [0 \ 0 \ 1], x = \begin{bmatrix} \hat{T}_c \\ \hat{T}_{sh} \\ \dot{h} \end{bmatrix}, u = \begin{bmatrix} \hat{I}_b^2 \hat{R}_b \\ \hat{T}_f \\ \hat{T}_{sh1} \\ \hat{T}_{sh2} \end{bmatrix}
\]

The observability matrix \(Q_o\) of the augmented system in (6) can be calculated by (7), shown at the bottom of the next page.
As all the thermal parameters in $Q_\alpha$ are positive, the rank of $Q_\alpha$ is 3 apparently, so that the augmented system is observable. By assuming the observed state $\hat{x} = [\hat{T}, \hat{T}_{sh}, \hat{d}]^T$, the ESO can be built according to the principle presented in [28]

$$\dot{\hat{x}} = A \hat{x} + Bu + L (y - C \hat{x})$$

(8)

where $L = [\beta_1 \beta_2 \beta_3]^T$ is the observer gain. From (8), it is clear that the battery surface temperature $T_{sh}$ is utilized as the feedback state to calibrate the observer output.

Due to the presence of the integral item of the observation error, the ESO performs like a PID controller to eliminate the disturbances in the loop. Therefore, even if the internal resistance $R_0$ and RMS heating current $I_b$ are not precisely obtained during the self-heating, the feedback of $T_{sh}$ can well calibrate and estimate the heat generation rate due to the augmented system disturbance state $d$. Therefore, the proposed ESO in (8) can accurately estimate the core temperature when the estimated surface temperature $T_{sh}$ converges to the real value $T_{sh}$. It should be noted that the proposed ESO-based estimation method only needs the surface temperature feedback with the preacquired thermal parameters. Hence, this method can also be implemented for other heating topologies and applications.

C. Observer Gain Design Principle for the ESO

Due to the short duration time of the self-heating, the core temperature observer should provide fast dynamic performance. Consequently, the observer gain $L$, which determines the dynamic performance and the stability margin of the ESO, should be carefully designed. In this article, the design method for the observer gains is introduced to provide satisfying performance in self-heating applications.

According to the design principle in [31], the characteristic equation of the observer system presented by (8) can be represented by

$$|sI - A| = s^3 + \left(\frac{1}{R_c C_c} + \frac{1}{R_c C_s} + \frac{1}{R_c C_s} + \beta_2\right) s^2$$

$$+ \frac{1}{R^2_c C_s C_c} \left(\frac{1}{R_c C_s} + \frac{1}{R_c C_s} + \beta_2\right) \left(\beta_1 - \frac{1}{R_c C_s}\right) s$$

$$+ \frac{\beta_3}{R_c C_s}.$$  (9)

In order to balance the system dynamic and stability performance, the observer gains are adjusted so that the observer has three identical poles [31], e.g.

$$|sI - A| = (s + \omega_n)^3$$  (10)

where $\omega_n$ is the designed triple pole and the bandwidth of the observer as well. By substituting (10) into (9), the observer gains can be expressed as

$$\begin{align*}
\beta_1 &= \frac{2R^2_c C_s^2 \omega_n^2}{2R_c C_c \omega_n - 1} - \frac{1}{R_c C_c} \\
\beta_2 &= 2\omega_n - \frac{1}{R_c C_c} - \frac{1}{R_c C_s} - \frac{1}{R_c C_s} \\
\beta_3 &= R_c C_s \omega_n^3
\end{align*}$$  (11)

From (11), it is clear that the observer gains are determined by the observer bandwidth $\omega_n$. Therefore, $\omega_n$ should be determined first. Basically, a high observer bandwidth is preferred in self-heating cases to capture the core temperature dynamics. However, in the digital control domain, the observer bandwidth $\omega_n$ is constrained by the sampling frequency of the BMS, which is usually set to be lower than 1/10 of the sampling rate to guarantee the loop stability.

Another constraint of the observer gain is that $\beta_1$, $\beta_2$, and $\beta_3$ should be all positive to guarantee the observer system stability. Based on (10), the extra limitation of $\omega_n$ can be solved as

$$\begin{align*}
\omega_n^3 &> \frac{1}{2R_c C_c} \\
\omega_n^3 &> \frac{1}{2R_c C_s} + \frac{1}{2R_c C_s} + \frac{1}{2R_c C_s} \\
\omega_n^3 &> 0
\end{align*}$$  (12)

From (12), it is obvious that $\omega_n$ should be larger than $1/2R_c C_c + 1/2R_c C_s + 1/2R_c C_s$ to form the negative feedback of the surface temperature $T_{sh}$ in the ESO.

Equation (12) illustrates that the system stability is deteriorated if a too low bandwidth is implemented. Therefore, the bandwidth $\omega_n$ of the ESO should be

$$\frac{1}{2R_c C_c} + \frac{1}{2R_c C_s} + \frac{1}{2R_c C_s} < \omega_n < \frac{2\pi f_s}{10}$$  (13)

where $f_s$ is the temperature sampling rate. After determining the bandwidth $\omega_n$, the ESO gains can be calculated from (11).

It should be noted that the KF-based observer can also be implemented in the augmented system of (6) for core temperature estimation. The only difference from the proposed ESO is that the observer gain $L$ in the KF-based observer is iteratively calculated and time variant in each step. However, there are complicated matrix inverse calculations in the KF-based observer. For simplicity and real-time capability, the proposed ESO is preferred for onboard implementation and also provides satisfactory performance, which will be demonstrated in the next section.

IV. EXPERIMENTAL VALIDATION

The test bench of the buck–boost converter-based self-heater is built. The experimental system setup is depicted in Fig. 4.
Inductances of $L_1$ and $L_2$ in the circuit are 22 $\mu$H. The BMS is emulated by a dSPACE MicroAutoBox processor with 10-Hz sampling frequency for the cell temperature. Two additional 1-MHz ADC channels are used to record the current and voltage waveforms for offline impedance analysis, which will be discussed later on. For simplicity and generality, six 2500 mAh 18650 LiNiMnCoO$_2$ cells are connected in series to emulate an automotive battery pack. The surface temperature is measured via K-type thermocouples attached to the battery cells.

A. Thermal Parameter Identification

Before the core temperature estimation, the thermal parameters of the 18650 cells need to be identified. The urban dynamometer driving schedule (UDDS) test cycle for the batteries is performed for four times in a row by the Arbin Battery Tester. As shown in Fig. 5(a) and (b), the battery voltage, current, and temperature are recorded and used for parameter estimation. According to [21], the thermal capacities $C_c$ and $C_s$ of the cylindrical cell can be empirically set to 45 and 3.2 J/W, respectively. Then, by implementing the RLS-based method in [21], the thermal resistances $R_c$, $R_f$, and $R_s$ can be identified, which converge to 3.2, 5.1, and 25.2 K/W in the identification, as shown in Fig. 5(c). It should be noted that $R_s$ is much larger than $R_c$ and $R_f$, denoting that the thermal impact of adjacent cells is minor. Therefore, the boundary effect of the temperature distribution is not obvious in the tested cells. The reason is that the gaps between the adjacent cells are almost 1.5 cm in the proposed experimental setup. However, in a real battery pack, the thermal resistance across the adjacent cells should be small, because the cells are located closely.

B. Measurement of Impedance–Temperature Curve

Since it is difficult to install the thermocouples inside the cylindrical 18650 cells, the direct measurement of the core temperature for validation becomes inaccessible. In this article, we use the measured EIS to estimate the core temperature as the reference value. As the change in impedance with respect to SOC is negligible in the normal vehicle battery operation range (20–80% SOC), only the impedance–temperature characteristic has to be considered in the onboard cases [18]. The tested cells are soaked in a thermal chamber at various temperatures for 10 h, and the impedance–temperature curves at 80% SOC are obtained via the IVIUMnSTAT electrochemical analyzer under different ac excitation frequencies, as shown in Fig. 6. It should be noted that the preliminary EIS measurement results are obtained at uniform temperature distribution, while the battery cells are with the obvious temperature gradient during the self-heating. In [32] and [33], the theoretical and experimental analysis validates that the high-frequency EIS characteristic is only corresponding to the core temperature, while it is not likely to be affected by the temperature gradient. Therefore, the preliminary tested data can be implemented to compare with the measured battery impedance during the self-heating experiments to provide the reference core temperature.
C. Validation of the Proposed Self-Heater

Before the self-heating experiments, the tested cells are soaked to –20 °C in a thermal chamber for 10 h. During the experiments, the setpoint of the thermal chamber is kept at –20 °C to emulate a cold climate. The heating process ends when the surface temperature reaches 0 °C. The switching frequency of the self-heater varies from 3.5 to 5.5 kHz to obtain the 7–11 kHz heating currents, with the RMS value varying from 7.5 to 10 A (3C–4C).

The experimental waveforms are shown in Fig. 7. The high-frequency current is generated for preheating the cells. The RMS and average values of the heating current are calculated from the recorded current data. From Fig. 8(a) and (b), the RMS and average heating currents are relatively small at the initial heating stage and gradually enlarged with the rising temperature. It is caused by the reduced internal resistance during the self-heating and can be well explained by (3). With the 3C–4C RMS heating current, the battery surface temperature rapidly increases from –20 to 0 °C by the proposed self-heater within 5.6–12.2 min, as shown in Fig. 9(a).

D. Core Temperature Estimation

The frequency of the cell current and voltage is around 10 kHz during the self-heating. To obtain the EIS of the tested cells, two ADC units operate at 1 MHz sampling rate to record the voltage and current data on the host PC. The proposed core temperature estimation is implemented during the self-heating experiments, in which the estimated core temperature values are also recorded on the host PC. To evaluate the accuracy of the estimated core temperature, the reference core temperature is obtained through the EIS-based method. With the recorded cell voltage and current data during the self-heating, the battery impedance can be identified offline by conducting the algorithm in [18]. Based on the preliminary EIS-temperature curves shown in Fig. 6, the reference core temperature can be obtained offline and compared with the online estimation results for validating the proposed strategy. It should be noted that the onboard BMS is unable to provide such a high sampling rate, so that this EIS-based method is only feasible offline and on a specially designed platform to validate the proposed ESO-based method.

The proposed core temperature estimation is implemented during the self-heating experiments. According to (12) and the pre-estimated thermal parameters, the ESO bandwidth range is 0.0337 rad/s < ωn < 6.28 rad/s. In this article, we set ωn as 3.14 rad/s. From (10), the ESO gains can be calculated as β1 = 4490.4, β2 = 6.1, and β3 = 307.1 to tune the bandwidth to 3.14 rad/s. The internal resistance Rb is unknown before the tests and is set to 150 mΩ (three cells connected in series) in the proposed ESO. The RMS heating current is roughly calculated by (3) with a fixed predetermined Rb to estimate the heat generation rate in the observer. As shown in Fig. 9(a), the observed surface temperature can converge to the measured value very quickly. Therefore, the observed core temperature can be obtained, which is obviously higher than the surface temperature, as shown in Fig. 9(b). It can be seen that the core temperature exceeds 10 °C when the surface temperature reaches 0 °C. Compared to the reference core temperature obtained through the EIS-based method, the estimated core temperature is almost identical, with an error of less than 0.6 °C.

In order to prove the parameter robustness of the proposed ESO, the unknown battery resistance Rb is set to a wide range from 15 to 1500 mΩ in the ESO. The experimental results
are presented in Fig. 9(c) and (d). It can be seen that the proposed ESO can compensate for the inaccurate heat generation rate $d = I_b^2 R_b - \hat{I}_b^2 \hat{R}_b$ caused by the inaccurate resistance and heating current. Thus, even with the severe parameter error, the estimated error of the core temperatures is less than 1.2 °C at a substantially mismatched $R_b$ of 1500 mΩ. The experimental results demonstrate that the proposed ESO has excellent compensation capability for battery parameter errors. Without any information on the battery impedance, the proposed core temperature estimation method still works well when the battery impedance changes gradually during the self-heating.

The temperature distribution of cells at different locations is also tested, as shown in Fig. 10. As expected above, the experimental results show that the temperatures of the center-positioned cell and the boundary-positioned cell are of minor difference, because the thermal resistance $R_s$ across the adjacent cells is relatively large in the proposed experimental setup. In a real battery pack, the boundary effect of the temperature distribution should be more evident with the closely placed cells.

As the core temperature is much higher than the surface temperature, the heating can be stopped when the core temperature reaches a preset threshold, thereby saving the heating time and energy in the self-heating. Fig. 11 shows the consumed battery energy.
energy during the self-heating, which is acquired by using the amper–hour integration on the average heating current. It can be concluded that the heating time and the consumed energy can be reduced by almost 50% by using the core temperature to monitor the self-heating. According to the experimental results, the proposed self-heater operating at 7 kHz only takes 193 s and 5.6% of the battery energy (0.14 C) to preheat the 18650 cells from −20 to 0 °C.

V. CONCLUSION

In this article, an innovative core temperature estimation method was proposed for the onboard lithium-ion battery self-heating application. Based on the thermoelectric model of the lithium-ion battery, an ESO was built to estimate the core temperature during the self-heating. Due to the excellent uncertainty cancellation capability, the proposed ESO-based method could accurately estimate the core temperature during the battery self-heating.

Compared to previous core temperature estimation strategies, the recalibration of the temperature–characteristic parameter is no longer necessary, which saves testing time and cost, and excludes the estimation inaccuracy caused by the aging problems. Meanwhile, the heat generation rate can be calibrated by the ESO, so that the high-frequency sampling of the battery voltage and current can be eliminated with the ESO-based core temperature estimation. Therefore, the proposed method is particularly suitable for the onboard self-heating applications.

The experimental results show that the core temperature estimation error is within 1.3 °C even with severe parameter uncertainties, which is accurate enough for the self-heating applications. According to the core temperature estimation result, the heating time and energy consumption can be reduced by 50% compared with those of the surface-temperature-based heating strategy, which is beneficial for prolonging the available driving range of EVs in cold climates.
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