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ARTICLE INFO ABSTRACT

Keywords: Accurate State of Health (SOH) estimation is crucial for safe, efficient, and optimal operation of lithium-ion
Lithium-on battery batteries (LIBs), yet it remains challenging in real-world applications. In this regard, this paper presents a novel
State of Health (SOH)

approach to estimating the SOH of lithium-ion batteries using a convolutional neural network (CNN) model
enhanced with 3D histogram feature extraction and transfer learning. Unlike traditional models, our method is
uniquely capable of handling varying lengths of input time series data with the varying sliding window, making
it highly adaptable to real-world scenarios where data may be irregular or incomplete. The integration of
transfer learning further enhances the model’s adaptability, allowing it to efficiently generalize across different
battery types and operational conditions with minimal retraining. Experimental results demonstrate the model’s
accuracy and robustness, with significant improvements over existing methods in terms of estimation accuracy,
computational efficiency, and adaptability to new data. This research offers a practical and scalable solution for
battery health monitoring, supporting the advancement of reliable and efficient battery management systems.

Machine learning
Convolutional neural network (CNN)
Transfer learning

1. Introduction

Lithium-ion batteries (LIBs) are widely applied in diverse energy
storage systems due to their high energy density, extended lifespan,
low self-discharge rate, and lack of memory effect [1,2]. Nonethe-
less, capacity and power degradation occur throughout their lifetime,
limiting the operational lifespan of LIBs in practical applications [3].
Consequently, accurately monitoring batteries’ state-of-health (SOH)
has become crucial for ensuring efficient, safe and optimal system
operation, as well as proper planning of battery maintenance and
retirement.

The SOH compares the current state of the battery to its initial state
at the beginning of life (BOL) [4]. The capacity-based SOH of LIBs is
defined as

Cnow
SOH = —— (€))
G
where C,,,, and C, are the current capacity and the initial capacity of
the battery, respectively.

SOH can be directly measured through ampere-hour (Ah) integra-
tion by fully charging and discharging batteries. Although simple, this
method is time-consuming and often unavailable in real-world appli-
cations [5]. As a result, researchers have turned to predictive models
for the SOH of LIBs. Typically, these methods include model-based
and data-driven approaches [6]. Model-based approaches estimate SOH
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by initially building models, such as empirical, electro-chemical (EM)
and equivalent circuit models (ECM), to capture battery behaviors, and
followed by the estimation of model parameters. However, the trade-off
between model complexity and accuracy in actual applications remains
challenging [7].

An emerging alternative to model-based methods is the data-driven
method. It employs machine learning (ML) on vast battery aging
datasets to map the nonlinear relationship between the specified inputs
and SOH, which is model-free and requires no prior knowledge. With
the availability of powerful computing resources and development of
ML theories, recent studies have employed various ML models for
battery SOH prediction. Those models range from relatively simple
ML methods, such as linear regressing model (LR) [8], support vector
machine (SVM) [9,10], Gaussian process regression (GPR) [11,12],
and ensemble learning [13], to complex advanced deep learning (DL)
techniques, like long short-term memory (LSTM) network [14,15],
convolutional neural network (CNN) [16,17], generative adversarial
network (GAN) [18], and their combinations [19,20], each contributing
to more intelligent SOH predictions and yielding satisfactory results.
Lee et al. conducted an extensive evaluation and comparison across
seven ANN architectures [21]. They examined the impact of different
cycling windows on predictive accuracy and found that a combination
of window width 40 cycles and shift size 40 cycles had the best
accuracy. Other advancements in battery health prediction models
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have focused on improving robustness and adaptability in real-world
conditions. For instance, Wang et al. developed an anti-noise adaptive
LSTM neural network to enhance the robustness of RUL predictions
under noisy conditions [22]. Similarly, Wang et al. proposed a hybrid
model combining singular filtering, GPR, and LSTM for estimating
battery capacity throughout its lifecycle, demonstrating effectiveness
in scenarios with fast aging and multi-current variations [23]. These
studies highlight the importance of addressing noise and variability
in battery data. However, all these models are typically designed for
fixed-length input sequences with equal cycle intervals, limiting their
flexibility in handling varying lengths of operational data.

Life cycle data of LIBs are critical to the efficacy of ML methods. In
existing research, public datasets have been widely used for ML model
training and validation. A review in [24] summarized public datasets
associated with LIBs including those from NASA, CALCE, MIT, Oxford,
and other databases. However, the content, integrity, and quality of
these datasets vary significantly [25]. Some datasets only cover from
BOL to 80% of nominal capacity [26]. Models trained on such datasets
may exhibit decreased prediction performance when applied to sce-
narios where batteries are repurposed for less demanding applications
after they are retired from their initial application. Some datasets
lack operational data, including current, voltage, and temperature.
Prediction models relying solely on capacity degradation information
without input of any current, voltage, and temperature data could be
less efficient in predicting SOH [27]. Additionally, most data come from
batteries tested under constant cycling working conditions throughout
their whole lifetime, but load profiles in real-world applications are
non-constant time and space variants [28]. Models trained on these
datasets for predicting SOH under varied working conditions have yet
to be verified. Lastly, existing models are trained with data evenly
sampled across the time horizon, thereby limiting their prediction flexi-
bility regarding time horizon. In addition to public datasets, accelerated
aging tests in laboratory environments can generate sufficient cycling
data in short period, under various working stresses [29].

In response to these challenges, we propose a comprehensive frame-
work for estimating the SOH of LIBs. First, we design extensive accel-
erated aging tests for LIBs under varying working conditions to gather
comprehensive operational data and create a high-quality dataset for
machine learning model. Subsequently, we use the varying sliding win-
dow technique to process the operational data, creating various data
segments. The time series data in each window are transformed into 3D
histogram features with consistent dimensions. These 3D histograms,
along with time duration and initial SOH value in each window, are
input into machine learning (ML) model. A deep CNN model is used to
learn knowledge and map input features to predicted SOH values. This
approach allows the model to handle any length of time-series data and
estimate SOH from at any point in time. The use of sliding windows for
histogram generation ensures adaptability to variable time durations,
making the model highly flexible and suitable for real-world applica-
tions where operational conditions vary significantly. Furthermore, our
framework advocates the integration of transfer learning as a standard
practice in model development to generalize the model across different
battery types and operational conditions with minimal retraining. This
is particularly important in real-world applications where operational
data can vary significantly.

This paper is organized as follows: Section 2 is devoted to bat-
tery aging test design, feature extraction, and the description of the
proposed ML model. Section 3 presents the experiments, results, and
discussion. Section 4 concludes the article.

2. Methodology
2.1. Overall framework

The proposed framework for SOH estimation is illustrated in Fig. 1.
It consists of three parts: (1) data acquisition from accelerated battery
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Table 1

Nissan Leaf Gen3 battery cell specifications.
Parameter Quantity
Nominal voltage 3.65V
Maximum voltage 420V
Minimum voltage 2.80 V
Nominal capacity 56.3 Ah

Length x Width x Thickness 261 mm x 216 mm X 7.91 mm
Mass 914 g
Energy density 224 Wh/kg

Table 2
Battery cell aging test conditions during initial 1080 cycles (T = 25 °C).

1-240 cycles 241-480 cycles 481-1080 cycles

Group: Cells

1:1-6 DoD = 80%
1¢/1C
2: 7-9 DoD = 80%
0.5C/0.5C
3: 10-12 DoD = 80% DoD = 80%
DoD = 100% 0.5C/0.5C 0.5C/1C
1¢/1C
4:13-15 DoD = 100% DoD = 100%
0.5C/0.5C 0.5C/1C
5: 16-18 DoD = 100%
0.5G/0.5C
6: 19-24 DoD = 100%
1¢/1C

DoD is determined by the high and low cut-off voltages: a voltage range from 2.8 V
to 4.2 V typically represents 100% DoD, while a range of 3.0 V to 4.05 V equates to
80% DoD.

aging tests under varying working conditions to cover a wide range of
degradation scenarios; (2) Development and verification of a baseline
ML model using laboratory datasets; (3) Application of transfer learning
to adapt the model for unseen battery applications, utilizing pre-trained
knowledge and targeted datasets.

2.2. Accelerated battery aging test

Extensive accelerated battery aging tests are designed in the lab-
oratory environment to acquire adequate amount of data for training
the ML model. These tests encompass multiple operation conditions in
terms of charge and discharge currents, cut-off voltages and ambient
temperatures.

Battery cell - The study employs twenty-four Nissan Leaf Gen3 bat-
tery cells, which were sourced from battery packs retired ahead of their
anticipated service life due to warranty or shipping issues. However,
these packs maintained over 90% SOH at the end of their service life.
The main specifications of these cells are detailed in Table 1.

Equipment - The aging tests are performed in a Chroma 17 010 bat-
tery cycler, capable of delivering 100 A at 5 V. CSZ and THERMOTRON
thermal chambers are used to maintain constant ambient temperatures
at 35 °C and 10 °C, respectively.

Test procedure - To obtain comprehensive aging trajectories under
varied conditions, twenty four cells are divided into six groups each
with its distinct testing conditions in terms of C-rates, depth of dis-
charge (DoD), and temperatures. The test protocol during the initial
1080 cycles are given in Table 2. After 1080 cycles, cells 03, 04, 07, and
11 are cycling at 35 °C high temperatures while cells 05, 06, 09, and
12 are tested at 10 °C low temperatures. Besides, cells upon reaching
specific “aging knee points” are subjected to a protection cycling test
mode. The conditions maintained during this protective mode include
a voltage range from 3.0 V to 4.05 V and a constant current of 0.3C.

Characteristics test - Characterization cycles, such as capacity
checks, are performed every N cycles, where N represents the in-
terval between these characterization events. The value of N varies
throughout the experiment. The characteristics test cycles conducted



Z. Cao et al.

Data aquisition

( Battery aging test in the laboratory j

Model training

Applied Energy 381 (2025) 125086

Target application

Time series data
between #; and 7,
- Current

- Voltage

- Temperature

1 Source dataset ) Data segments
_______SOH, SOH,
1 WA (AN !
v mw
T
At

( 3D Histograms j ( A tand SOH; (

[ 3D Histogram Extraction

) . J

Input

[

SOH

Baseline mod
verification

h.

Target model

el training and

)

=

Knowledge,

Target domain,
dataset

——{

Time (hour)

(

J
Sliding window

Transfer learning

Predicted SOH

Fig. 1. Proposed framework for SOH estimation.

at 25 °C. The characteristic test cycles are designed to evaluate the
degradation by capacity test. In the capacity test, three cycles are
conducted, encompassing a constant current (CC) charge to the cell’s
maximum voltage and a CC discharge down to its minimum voltage.

2.3. Feature extraction

Feature extraction is a critical step in developing accurate machine
learning models for the SOH estimation. By transforming raw opera-
tional data into meaningful features, we can capture the underlying
patterns and stressors affecting battery aging, which are essential for
precise SOH estimation.

Traditional feature extraction and ML models typically rely on
evenly distributed, fixed-length input data. These methods may struggle
to handle irregular or incomplete datasets commonly encountered in
real-world applications. In contrast, our 3D histogram feature extrac-
tion method, combined with a varying sliding window, transforms
irregular time-series data into a consistent and compact representa-
tion. This approach effectively captures the frequency and distribution
of operational variables, providing both flexibility and robustness in
handling varying operational conditions.

Operational data description - The aging rate of LIBs is influenced
by operational conditions like current, temperature, DoD, and SoC
as indicated in [7]. Therefore, in this study, we collect operational
data including current, voltage, and temperature from lithium-ion bat-
teries undergoing various aging tests. These data are easy to obtain
and have direct impact on the battery’s performance and degradation
mechanisms. For instance, current and voltage profiles reflect the load
conditions, while temperature and voltage provide insights into the
thermal and charge-discharge cycles the battery undergoes.

Sliding window technique - To generate sequences of features
over time, the sliding window technique is adopted. As shown in Fig. 2,
a window slides over the time-series data with a shift distance. The
window size and shift size can be varying, creating segments with
various length and overlapping. The histogram features are extracted
for each segment, and the duration 4 of each time window is another
important input feature of the ML model.

By using this varying sliding window technique, the model can
learn from both short-term and long-term dependencies in the data.
Moreover, the model can process time-series data with different length
as the input. As a result, it allows for SOH estimation from any point
in time for various time intervals, thus providing flexibility in monitor-
ing battery health over different periods. This capability ensures that
the model can be applied dynamically in real-world scenarios where
continuous monitoring is essential.

3D Histogram Feature Extraction - To effectively capture the
stressors affecting battery aging in each window, 3D histograms are
utilized to represent the operational data [30-32]. By converting the
time series data of current, voltage, and temperature into 3D his-
tograms, the distribution and frequency of these operational parameters
over specific time windows are captured. This representation provide
valuable insights into the conditions under which the battery operates.
In histograms, higher frequency distributions in certain bins correspond
to high temperature, high current and high depth of cycling conditions,
which are known to accelerate battery degradation. This representation
allows us to visualize and understand the impact of various opera-
tional stressors on battery health, thereby providing a comprehensive
overview of the factors contributing to its degradation.

As shown in Fig. 3, the process involves dividing the time-series data
of current, voltage, and temperature into discrete bins and counting the
dwelling time within each bin. Mathematically, the 3D histogram H
can be defined as:

[f]
H(.j. k)= Y 8(C, =iV, = j,T, = k)

1=t

(2)

where C,, V; and T, are the current, voltage, and temperature at time
t, respectively, and § is the indicator that is 1 if the condition is met
and O otherwise. For each specified window, two 3D histogram tables
are generated for charging and discharging phases, respectively. An
example is given at the lower right corner in Fig. 3 to show the actual
obtained 3D histogram tables.

This representation allows us to create a compact yet comprehensive
feature set that captures the operational conditions over time, and it can
transform different length of time series data into a universal format for
the input of ML model.

2.4. Machine learning model

The architecture of the proposed ML model is depicted in Fig. 4.
Inputs to the model include extracted 3D histogram tables, the initial
value SOH, and duration 4¢ of each time window. The ML model learns
the features that characterize the degradation under various conditions.
Subsequently, it consolidates these insights in its final layer to forecast
the future value SOH,. In this study, SOH, refers to the measured SOH
at the beginning of each sliding window. This value is used as the initial
input for the model’s SOH prediction. While our model is capable of
using estimated SOH from previous sliding windows (SOH,), for the
results presented in this paper, we used measured SOH to ensure that
the predictions were based on accurate initial conditions.
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Fig. 3. Feature extraction of 3D histogram tables from time series of current, voltage and temperature.

CNNs are used in our framework thanks to their particular strength
in extracting meaningful features from complex data [33]. The 3D
histograms of current, voltage, and temperature provide a rich source
of spatial information. CNNs are particularly adept at capturing local
patterns and correlations within these histograms, which are critical for
accurate SOH estimation.

Fig. 4 shows the process of the 3D CNNs. CNNs are composed of
multiple convolutional and max-pooling layers. Convolutional layers
use filters to highlight unique features in the tables. The Rectified Lin-
ear Unit (ReLU) activation function follows each convolutional layer,
enhancing non-linearity, and a dropout layer is incorporated to miti-
gate overfitting by randomly nullifying input units. Max-pooling layers
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Fig. 5. Battery cell aging test bench.

reduce the spatial size of the feature tables and filter out irrelevant and
redundant information.

After processing by CNN layers, the feature maps from the 3D
histogram tables are flattened and concatenated with the initial SOH
value SOH, and the time window duration 4z, forming a single vector
containing all the information needed for predictions. Fully connected
(FC) layers then use this vector to accurately map the features to
desired output which is future SOH,.

2.5. Transfer learning

The estimation performance of the model may deteriorate when
applied to other batteries with different aging scenarios. To address
this, transfer learning is adopted to refine the source model. This
approach uses previously learned knowledge from one domain and
applies it to different but the related domains [7]. Although transfer
learning is widely used in SOH estimation models, its application in
this work complements the unique capability of our model to handle
varying lengths of time-series data. This flexibility allows for accurate
SOH estimation in scenarios where data may be irregular or incomplete,
which is often the case in real-world applications.

As shown in Fig. 4, the baseline model is established using datasets
from laboratory tests. During the re-training process, the convolutional
layers of the CNN, which have learned to identify relevant patterns in
the operational data, are kept “frozen”. This means that the weights of
these layers are not updated during the re-training phase. The rationale

behind this is that the features learned by the CNN layers in the source
domain are expected to be generalizable to the new target domain.

The fully connected (FC) layers, which map the extracted features
to the predicted SOH, are then re-trained using the target dataset.
The target dataset consists of a smaller set of data from different
batteries or operational conditions that the model has not encountered
before. The re-training process involves feeding the target dataset into
the pre-trained model and updating the FC layers using a suitable
optimization algorithm. The loss is computed based on the difference
between the predicted SOH values and the actual SOH values from the
target dataset. Through this re-training, the FC layers adapt to the new
battery characteristics while the pre-trained CNN layers continue to
provide relevant feature representations.

By freezing the CNN layers and only re-training the FC layers,
the model efficiently adapts to new data with minimal computational
cost and reduced risk of overfitting. This strategy uses the knowledge
learned from the source domain while ensuring that the model can
generalize effectively to the target domain.

3. Results and discussion
3.1. Battery aging test data
Battery aging tests were conducted on the test bench as shown in

Fig. 5, and the operational data was collected and stored in the host
computer at 5-s intervals. Fig. 6 illustrates the aging trajectories of 24
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Fig. 6. Battery capacity trajectories obtained from laboratory tests, plotted against test cycles (The short blue line indicates enabling the protective cycling mode.).
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Selecting the appropriate bin size for histograms during feature
extraction from time series data (current, voltage, and temperature) is
crucial. Research [28] indicates that a finer signal interval can lead to
overfitting, due to the curse of dimensionality, where increased number
of features against a constant sample size impacts model performance.
Besides, the number of samples depends on the window size and

Fig. 7. Demonstration of the aging test data processing with the sliding window.
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window shift. Thus, bin size has to been selected carefully together with
window size and window shift. To enhance training generalization,
different window sizes are combined to form samples across different
time scales.

During aging tests, the battery capacity was measured at various in-
tervals, which were not uniform across the testing period. Specifically,
the number of cycles between each capacity test varied, and we chose
to use “hours” as the time scale instead of cycles. This choice meant
that the capacity data points were unevenly distributed along the time
axis, as illustrated in Fig. 7. When preprocessing the experimental data,
the window size and shift size were determined by the distribution of
sample points in the SOH curve, which is plotted against time in hours.
The sliding window approach involves selecting segments of this time-
series data, and in our case, both the window size and shift size were
varied to accommodate the non-uniform distribution of data points.

Table 3 gives the hyperparameters used for feature extraction in this
study, with the resulting 3D histogram dimensions being 5 x 42 x 18.
The selected sliding window sizes (1, 2, and 4 measurements) are
designed to address the variability in battery data collection intervals,
which often differ across datasets. Smaller windows capture short-term
trends and operational dynamics, while larger windows incorporate
long-term degradation patterns. The hyperparameters for the ML model

Table 3
Parameter settings for feature extraction.

Parameter

Quantity
[0, 0.2:0.2:0.8, 10]

Bin edges of current (C-rate)

Bin edges of voltage (V) [0, 2.85:0.05: 3.0,
3.1:0.1:4.0,

4.05:0.05:4.15, 5]

Bin edges of temperature (°C) [0, 10:1:50, 100]
Window size (Number of SOH measurement points) [1,2,4]
Window shift (Number of SOH measurement points) 1

are listed in Table 4. The CNN hyperparameters, including filter sizes,
strides, and pooling layers, were chosen based on established practices
in similar applications [33]. These filter sizes are suitable for extracting
spatial patterns from the 3D histograms while maintaining computa-
tional efficiency. The pooling layers reduce spatial dimensions, helping
the model focus on high-level features without overfitting. While these
choices were guided by literature and empirical observations, further
optimization could enhance model performance and is planned for
future work. Typically, the data is divided into training and test sets to
evaluate the performance of a ML algorithm statistically. As shown in
Fig. 8, 16 out of the 24 cells were allocated for model training and the
rest (Cells 03, 08, 12, 14,16,18, 22, 24) were used for testing. 10 times
10-fold cross-validations are conducted on the training set. While 100
is set as the maximum number of training epochs, an early stopping
technique is used to prevent overfitting and to ensure that training
ceases once the model has converged to an optimal solution.

3.3. Baseline model performance

Evaluation criteria - The model performance in SOH estimation
is assessed by root-mean-squared error (RMSE), mean absolute error
(MAE), and R?, which are defined as

3

4
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Table 4
Hyper parameters settings for baseline ML model.

Parameter Configuration

Filter number: 8
Filter size: 2 x 3 x 3
Stride: [1 1 1]

Convolution3D layer 1

Pool size: 2 X 2 X 2
Stride: [2 2 2]

Max Pooling 1

Filter number: 16
Filter size: 2 x 3 x 3
Stride: [1 1 1]

Convolution3D layer 2

Pool size: 2 X 2 X 2
Stride: [2 2 2]

Max Pooling 2

Filter number: 32
Filter size: 2 x 3 x 3
Stride: [1 1 1]

Convolution3D layer 3

Pool size: 2 X 2 X 2
Stride: [2 2 2]

Max Pooling 3

Hidden unit size of FC layers 150
Dropout rate 0.2
Learning rate 0.001
Batch size 64
Epochs 100
Optimizer Adam
N 2
R Yo (5i-w) )
n - 2
X (5-»)

where n is the number of test samples. y; and y; denote the estimated
and real SOH for ith sample point, respectively. y is the mean value of
the real SOH.

Cross-validation - To ensure the robustness and generalizability of
the proposed model, we conducted 10 times 10-fold cross-validations
on the training set. Fig. 9 shows the training and validation errors over
the epochs of one fold in one iteration, demonstrating that the error
stabilized and stopped improving before reaching the 100th epoch.
This confirms that our approach effectively identified the optimal
stopping point, ensuring that the model was neither undertrained nor
overtrained.

The distributions of performance metrics for each fold in each iter-
ation are presented in Fig. 10. Additionally, the average and standard
deviation of these metrics are calculated to assess the model’s stability
and reliability across various initial conditions.

The results demonstrate that the model achieves consistent perfor-
mance across different iterations and data splits, with low variability in
the performance metrics. The average RMSE, MAE and R” values, along
with their standard deviations, indicate the model’s robustness and
generalizability, reinforcing the reliability of our proposed framework
for SOH estimation.

Test set validation - The comparison of predicted SOH values
against actual SOH values for both training and test datasets is pre-
sented in Fig. 11, and the values of RMSE, MAE and R?, as well as the
distribution of absolute errors of predictions are also provided.

As Fig. 11 indicated, the model demonstrates commendable pre-
dictive performance, as evidenced by the metrics obtained on both
training and test data. Specifically, the model achieves an RMSE of
0.0417, a MAE of 0.0170, and an R? value of 0.914 on the training set.
The median absolute estimation error on the training set is 0.009261,
increasing to 0.0471 when accounting for 95% of the results. These
figures indicate a high degree of accuracy in the model’s predictions,
with a strong correlation between predicted and actual values as re-
flected by the R? value close to 1. When evaluated on the test set, the
model exhibits a slight decrease in performance, yielding an RMSE of



Z. Cao et al.

! RMSE =0.0417
MAE
08 R'=
T
(@)
D06
o
0}
o
© 04F} :
o
o
0.2t Predictions
Ground truth
0 1
0 0.5 1
Real SOH
1 . . .
RMSE = 0.0445
MAE =0.0172
R?=0.8701
T 0.8 1
N
ko]
9D 0.6 e 1
RS
S .
o
o4}, 1
Predictions
Ground truth
0.2 : : :
0.2 0.4 0.6 0.8 1
Real SOH
Fig. 11.

0.0445, a MAE of 0.0172, and an R? of 0.87. Although these metrics are
slightly lower compared to those of the training set, they still represent
a robust predictive capability. The relatively high R?> value on the
test set suggests that the model retains a substantial proportion of its
explanatory power when applied to new, unseen data, which is a crucial
aspect of model generalization.

Fig. 12 further displays the predicted SOH curves for the test cells.
Higher estimation errors occur in the low SOH segments due to the
scarcity of low SOH data in the training dataset, resulting in insuffi-
cient generalization in that range. However, the overall predicted SOH
curves by the proposed model are generally close to reference curves,
which means the model can provide accurate SOH predictions.

3.4. Transfer learning performance

To assess the adaptability and transferability of the baseline model
for unseen different batteries under different working scenarios, we
used a dataset from [34] for our evaluation. This dataset contains
48 lithium-ion battery cells’ time-series data (current, voltage and
temperature) of cyclic aging tests. The cells used in this dataset are
Sanyo/Pana-sonic UR18650E cylindrical cells. The dataset was parti-
tioned into a training set, a validation set and a test set at a 20:20:60
ratio. The same preprocessing and feature extraction procedures were
applied to this dataset.

To evaluate the effectiveness of the transfer learning approach, a
comparative analysis was conducted with a purely supervised learning
model. The supervised learning model was trained from scratch using
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Table 5
Hyper parameters settings for transfer learning.
Parameter Configuration
Learning rate 0.001
Batch size 64
Epochs 10
Optimizer Adam

only the target dataset and evaluated on the same dataset, while the
transfer learning model was fine-tuned on the target training dataset
using the pre-trained baseline model. The hyperparameters for transfer
learning are given in Table 5.

Fig. 13 presents the overall estimation performance for both models.
The results indicate that the transfer learning model outperforms the
supervised learning model, achieving lower RMSE and MAE values, and
higher R?. This demonstrates that using pre-trained knowledge from
the source dataset and fine-tuning it on the target dataset significantly
enhances the model’s estimation accuracy and generalization capabil-
ity. Transfer learning helps the model better capture the characteristics
even in the low SOH segments, thus reducing the errors. With the help
of transfer learning, where only 20% of the new dataset is used to
fine-tune the final layers of the model, a improvement is observed. It
can be concluded that transfer learning can boost model adaptability
and efficiency in new domains. This approach utilizes the existing
knowledge and minimizes the need for extensive retraining.
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Fig. 12. Predicted versus real SOH curves of test cells for baseline model.
The reduced time associated with transfer learning suggest that this
Table 6 approach is more practical for real-time or large-scale battery moni-

Time consumption for model training.

Operation Baseline model training Transfer learning
Training time 10 min 10 s 3s

Prediction time (ms/sample) 0.03 0.03

Training memory usage (MB) 5500 4028

3.5. Resource consumption

To evaluate the computational efficiency of the proposed model, we
measured the training time, prediction time per sample, and memory
usage during both training and prediction phases for the baseline model
and transfer learning. The results are shown in Table 6. It is noteworthy
that the integration of transfer learning requires significantly less time
to train on new datasets compared to the baseline model. Additionally,
the 3D histogram feature extraction technique provides a compact
data representation, reducing memory usage during both training and
prediction.
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toring applications. By minimizing the need for extensive retraining,
transfer learning enables quicker adaptation to new data, making it a
cost-effective solution for SOH prediction across different battery types
and conditions.

3.6. Discussion of model application

In practical application, a battery manage system (BMS) can collect
and aggregate voltage, current and cell temperature data to create
real-time histogram information, with the window duration adjustable
based on operational needs. This compact histogram data can be di-
rectly fed into the model for forecasting, offering a space-efficient
alternative to raw time series data. When adapting the baseline model
to new batteries, transfer learning requires reduced size of data and
much less time for retraining. This is particularly advantageous in
scenarios where data is scarce or model reusability is a priority.

Furthermore, with the adoption of cloud-edge technology, the
model is trained in the cloud, updating with data from the edge, and



Z. Cao et al.

1
RMSE = 0.0293
MAE = 0.0222
0.8} R*=0.988
T
(@)
N6t o)
o o
g IS
Q =}
5 0475 z
o
o
0.2r Predictions
——— Ground truth
O 1
0 0.5 1
Real SOH
(a)
1
RMSE = 0.0210
MAE =0.0170
0.8} R*=0.994
T
(@)
D06l o
kel Qo
2 £
O =)
© 0471 z
o
o
0.2} Predictions
= Ground truth
0 1
0 0.5 1

Real SOH

Applied Energy 381 (2025) 125086

200 — :
edian = 9.014656
5th Percentile = 0.061711
150 1 1 1
[
] I
100 } \
[
]
50 :
U
0 L] .
0 0.05 0.1 0.15
Absolute error
100 — ;
_Mediap =0.014697
80 | :95th Percentile = 0.042691
I ] ]
60 .
]
40+ 1
]
20} [
0 I 1
0 0.05 0.1 0.15

Absolute error

Fig. 13. Predicted values versus real SOH values for new test dataset: (a) supervised learning model; (b) transfer learning model.

sending predictions back for control [35]. The collaboration between
cloud computing and onboard BMS enhances computational power,
enabling rapid calculations, data storage, and ongoing model refine-
ment for online deployment of advanced SOH prediction algorithms.
Compact histogram information and reduced data for transfer learn-
ing decrease the need for data transmission, thereby enhancing the
framework’s adaptability even further.

4. Conclusion

In this study, we proposed a comprehensive framework for estimat-
ing the SOH of LIBs from laboratory aging tests to machine learning,
complemented by transfer learning. Our methodology benefits from
extensive laboratory aging tests, advanced data processing and feature
extraction technique, a CNN-based model architecture, and strategic
use of transfer learning to handle diverse operational conditions and
battery types. The key contributions of our work include the introduc-
tion of a 3D histogram feature extraction technique with the varying
sliding window, which captures the complex interactions between op-
erational parameters, and the integration of transfer learning, which
significantly improves the model’s adaptability to different battery
types and operational scenarios. Experimental results showcased a ro-
bust capability in accurately estimating the SOH of LIBs, whether from
laboratory tests or unseen, indicating superior performance in terms of
estimation accuracy, model generalization, and training efficiency.

The ability of our model to handle varying lengths of time-series
data and adapt to different battery types underscores its practical
relevance. In real-world applications, batteries are subjected to various

operating conditions. The flexibility and generalizability of our model
make it well-suited for these applications, offering a reliable tool for
monitoring and predicting battery health in real-time. While our model
has demonstrated strong performance, there is room for improvement.
Future work will focus on enhancing scalability and practical appli-
cability. Key directions include expanding the dataset to cover more
battery chemistries, diverse operational conditions, and real-world dy-
namic scenarios. Additionally, we aim to systematically study how the
amount of target data affects transfer learning performance. This will
help establish guidelines for data requirements in applications where
labeled data is scarce or expensive.
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