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� Use quadratic equations to calculate fuel rate as a function of battery current.
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� Fuel economy is improved, as validated by simulation.
� Battery state of health is introduced to extend the application.
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a b s t r a c t

In this paper, an energy management method is proposed for a power-split plug-in hybrid electric
vehicle (PHEV). Through analyzing the PHEV powertrain, a series of quadratic equations are employed to
approximate the vehicle's fuel-rate, using battery current as the input. Pontryagin's Minimum Principle
(PMP) is introduced to find the battery current commands by solving the Hamiltonian function. Simu-
lated Annealing (SA) algorithm is applied to calculate the engine-on power and the maximum current
coefficient. Moreover, the battery state of health (SOH) is introduced to extend the application of the
proposed algorithm. Simulation results verified that the proposed algorithm can reduce fuel-
consumption compared to charge-depleting (CD) and charge-sustaining (CS) mode.

© 2014 Elsevier B.V. All rights reserved.
1. Introduction

Nowadays, plug-in hybrid electric vehicles (PHEVs) have
accounted for a growing share of the vehicle market as they
combine the merits of electric vehicles (EVs) and conventional
hybrid electric vehicles (HEVs) to save fossil fuel and reduce
emissions. PHEVs are usually equipped with an internal com-
bustion engine (ICE) and one or two electric motors that can be
driven by an electric energy storage system, such as a battery
system [1e4]. Since the ICE and the motor can each drive the
vehicle, it becomes essential to control the energy distribution
between the battery system and the ICE to improve the vehicle's
performance without influencing its drivability. A good energy
management strategy can effectively improve fuel economy,
g (C.C. Mi).
prolong battery life, and decrease emissions. For a PHEV, the most
direct and easiest way to realize the energy management is to
separate the vehicle running modes into two basic modes: pure
electric driving mode and hybrid driving mode. During the pure
electric driving mode, the vehicle is only powered by the battery
until its state of charge (SoC) decreases to a preset critical value
[5]. This process is also called charge-depleting (CD) mode.
During the hybrid driving mode, the vehicle is powered by the
ICE and the battery together to maintain the battery SoC in the
neighborhood of a preset critical value. This mode is also called
charge-sustaining (CS) mode [6].

Many studies have been carried out to improve the energy
management for HEVs or PHEVs. Provided that the strategies do
not impact driving performance, the targets usually include
improving fuel economy [7e10], prolonging battery life [11],
decreasing emissions [12], or both [1,11,13]. A variety of intelligent
methods, such as fuzzy logic [8,14], neural network [15e17], ge-
netic algorithm [18], model predictive control [19], and sliding
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Table 1
Vehicle specifications.

Type Power-split plug-in HEV

Vehicle Front-wheel drive
Mass 1641.3 kg

Engine Rated power 57 kW
Motor 1 Rated power 25 kW

Peak power 50 kW
Power converter 1 Average efficiency 95%

Peak power 55 kW
Motor 2 Rated power 15 kW

Peak power 30 kW
Power converter 2 Average efficiency 95%

Peak power 33 kW
Planetary gear set Ring gear 78

Sun gear 30
Battery Lithium-ion battery pack

Rated voltage 340 V
Rated capacity 20 Ah
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mode control [1,13], have been successfully applied to realize the
energy management. These methods try to locate engine and
motor operation in the high efficiency region. In addition,
analytical methods and rule-based methods [20,21] are also
employed to improve the fuel economy of PHEVs. In Ref. [20], by
analyzing the electric driveline loss and modeling the fuel con-
sumption, the energy management algorithm is represented by a
pair of parameters that describe the engine-on power threshold
and the battery optimal power.

Optimal theories are also competitive candidates for managing
the energy distributions of HEVs and PHEVs. Given the trip infor-
mation, dynamic programming (DP) [8,9,15,16,22,23] can find an
optimal solution to reduce fuel-consumption in a HEV or PHEV.
However, DP suffers from considerable computation time, which
limits its online application. A two-scale DP approach [24] was
applied to decrease calculation time to some degree. This method
splits thewhole trip into anumberof segments, andappliesDP twice
during the whole trip and each segment for improving the energy
management. In Ref. [18,25], the quadratic programming (QP)
method was applied to the energy management of PHEV. This
method, which depicts engine fuel-rate as multiple quadratic
equations with respect to battery currents at different driveline
powers and vehicle speeds, needs to determine engine-on power
based on other intelligent methods [18]. This is time-consuming,
since GA needs a series of actions including crossover, mutation,
and selection in order to find the optimal solution. Pontryagin's
minimum principle (PMP) [11,26e28] is another alternative to
realize the optimal energy management based on a precise power-
train model. In Ref. [26], PMP was applied for the energy manage-
ment of a hybrid electric truck, whose battery SoC is sustained
within a small variation range. In Ref. [27], a comparison of DP and
PMP for energy management of a hybrid electric truck was studied,
which shows that their results are almost the same, but PMP com-
putes faster than theDPmethod.However, in this case, the target is a
conventional HEV, while the algorithm for PHEV is more complex.

Upon analysis of the mentioned references, it proves essential to
build an effective controller to improve the energymanagement for
a PHEV that has a fast calculation speed. In this paper, a power-split
PHEV is selected as the research object with the target of improving
the fuel economy over a certain trip. More running modes exist in a
power-split PHEV than in a series or a parallel PHEV. Therefore, the
algorithm developed in this paper can also be applicable for other
types of PHEVs.

Many vehicles today are equipped with a Global Positioning
System (GPS) [2,29], geographic information system (GIS) [30], or
online communication services, such as OnStar systems [31]. All of
these can provide detailed trip information, including speed pro-
file and road declivity. Based on this information, the vehicle
driveline power can be properly estimated. Then, according to the
speed profile, road declivity, and the calculated driveline power, a
series of quadratic equations can be introduced to build the rela-
tionship between fuel-rate and battery current. Furthermore, PMP
and simulated annealing (SA) [32,33] algorithm are introduced to
determine the control commands and to optimize the engine-on
power. A battery management system (BMS) [11,34] can easily
provide the battery SoC and battery state of health (SoH), which
can reflect the available battery capacity and can influence the
energy management strategy. When the battery becomes un-
healthy, the battery open-circuit voltage (OCV) will drop and the
internal resistance will increase. Thus, the efficiency of an un-
healthy battery becomes lower compared to the efficiency of a
healthy battery [32]. The proposed algorithm considers the battery
SoH to extend its applicability. Simulation results verified that the
proposed algorithm is effective in reducing fuel-consumption with
fast calculation speed.
2. Vehicle driveline analysis and simplification

The objective of this paper is to minimize the fuel-consumption
of a power-split PHEV, as shown in (1).

minF ¼ min
Zt_total

0

mf ðtÞdt (1)

mf ¼ f ðweng; Teng; eng onÞ (2)

where F is the total fuel-consumption, t_total is the trip duration,mf

denotes the fuel-rate, and f is a highly nonlinear function calcu-
lating mf based on engine torque Teng, engine speed weng, and en-
gine on/off status eng_on.

In order to minimize F, the vehicle driveline is analyzed to
determine the variables that influence mf. The parameters of the
analyzed vehicle are listed in Table 1. It has a lithium-ion battery
pack of 20 Ah. Fig. 1 shows the driveline of the analyzed PHEV,
which consists of a power split device, i.e., a planetary gear set, an
engine, and two electric motors. Fig. 2 shows the lever analogy of
the driveline analyzed in the paper. As shown in Fig. 2, the driveline
has two independent control variables. Given the driveline torque
and vehicle speed, any two torques or speeds depicted in Fig. 2 can
determine the remaining variables. For speed and torque response,
there exist two basic equations,

� ð1þ rÞ$weng ¼ r$wmot2 þwr
Teng ¼ �

1þ 1=r
�
$Tmot2 ¼ �

1þ r
�
$Tr

(3)

where r is the ratio between the ring gear and sun gear.
Based on (2) and (3), in order to calculate the fuel-rate, the engine

torque and speed should be respectively determined based on the
speed and torque of the two motors [18,19]. The battery power
(current) can then be obtained accordingly. It is complicated to
calculate the fuel rate directly with the battery power/current as the
input. Here, an alternate method is proposed to determine the fuel
rate. As can be seen from Figs. 1 and 2, the driveline is a systemwith
two degrees-of-freedom,which considerably complicates the task of
realizing optimal control. Based on (3), the torque and speed of the
ring gear (Motor 1) or Motor 2 can regulate the engine torque and
speed. Here, a method is introduced to simplify the degrees-of-
freedom of the problem from two to one [18,29]. For different en-
gine operating powers, the combinations of speeds and torques that
will maximize efficiency of the engine can be determined. This
means that for a certainpoweroutput, the engine can onlyworkwith



Fig. 3. The optimal engine speed profile at different powers.

Fig. 1. The analyzed vehicle driveline structure.
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a predetermined speed and torque output. Thus, the engine always
works in the optimal efficiency region. The optimal engine speed
profile basedon theproposedmethod is shown inFig. 3. Through this
method, only one variable can determine the fuel-rate within the
constraints of each component, such as the maximum current of the
battery, as well as themaximum power and speed of themotors and
the engine. In this paper, the battery current is adopted as the control
variable to optimize the fuel-rate, as shown in (4),

mf ¼ f
�
I; Po;wo; eng_on

�
(4)

where I is the battery current, Po is the driveline power, and wo is
the driveline speed.

To simplify the calculation without sacrificing precision, a series
of quadratic equations are introduced to approximate the fuel-rate
when the engine is on,

mf ¼ 42ðwo; PoÞ$I2 þ 41ðwo; PoÞ$I þ 40ðwo; PoÞ (5)

where 42(wo, Po), 41(wo, Po), and 40(wo, Po) are coefficients changing
with Po andwo. It is necessary to mention that the average OCV and
average internal resistance of the battery are adopted to obtain
these coefficients. Here, the maximum speed of the vehicle is
38 m s�1 and the maximum driveline power is 57 kW. The incre-
ment of vehicle speed and the increment of driveline power to
Fig. 2. The lever analogy of the driveline analyzed in the paper, where wr, wmot2, and
wmot1 denote speeds of the driving axle, Motor 2, and Motor 1, and Tr, Tmot2, and Tmot1

are the torques of the ring gear, Motor 1, and Motor 2.
obtain the coefficients using the curve fitting method are 0.5 m s�1

and 1 kW, respectively. Therefore, the dimensions of 42(wo, Po),
41(wo, Po), and 40(wo, Po) are 76 by 57. Fig. 4 presents 42(wo, Po),
which is always more than zero at any vehicle speed and driveline
power. Fig. 5 compares the simulated fuel-rate and the fuel-rate
calculated by the quadratic equations. It is observed that the
quadratic equations can effectively approximate the fuel-rate.

From (5), there exists only one input, i.e. battery current, to
calculate the fuel-rate, thus making it easier to realize the energy
management. In the next step, PMP can be introduced to find the
optimal solution to reduce the fuel-consumption.

3. PMP analysis and application

PMP is an optimal theory that can be employed to find the best
solution for a dynamic control system, especially when the system
is constrained by states or inputs. It states that, through minimi-
zation of Hamiltonian function, the possible best control solution
can easily be found [12,27,28]. In order to build the Hamiltonian
function, the fuel-rate should be analyzed further. Based on (4) and
(5), we can calculate

_x1 ¼ ½242ðwo; PoÞ$u1 þ 41ðwo; PoÞ�$u2 (6)

where x1 is the fuel-rate, u1 is the battery current, and u2 is the
engine on/off command, which equals 1 when the engine is on.
Moreover, the battery SoC can also be calculated,

_x2ðtÞ ¼ k$u1ðtÞ (7)

where x2 denotes the battery SoC, and k is a constant determined by
the battery capacity. In this paper, the battery SoC is limited within
[0.2, 1], and the final SoC when the trip ends should be 30%.
Fig. 4. The value of 42(w, Po).



Fig. 5. Fuel-rate approximation.
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For a given trip, the driveline power and the vehicle speed are
different at each time step. Accordingly, there are different con-
straints for the battery current,

u1minðtÞ � u1ðtÞ � u1maxðtÞ (8)

where u1min(t) is the minimum current that is determined when
the vehicle is only powered by the battery, and u1max(t) denotes the
maximum charge current that is limited by the driveline power, the
engine maximum power, and the maximum power of the electric
motors. Since there is a constraint for x2, in order to obtain the
solution based on PMP, another variable x3 is introduced,
8>>>>>>>><
>>>>>>>>:

_l
*
1ðtÞ ¼ �vH

vx1
¼ �u2ðtÞ

_l
*
2ðtÞ ¼ �vH

vx2
¼ �2ðx2ðtÞ � x2minÞ � Gðx2min � x2ðtÞÞ þ 2ðx2max � x2ðtÞÞ � Gðx2ðtÞ � x2maxÞ

_l
*
3ðtÞ ¼ �vH

vx3
¼ 0

: (13)
_x3ðtÞ ¼ ðx2ðtÞ � x2minÞ2 � Gðx2min � x2ðtÞÞ þ ðx2max � x2ðtÞÞ2

� G
�
x2
�
t
�� x2max

�

(9)

where x2min and x2max equal 0.2 and 1, respectively. G( ) is a
Heaviside step function:

Gðx2min � x2ðtÞÞ ¼
�
0 x2ðtÞ � 0:2
1 x2ðtÞ<0:2 (10)

Gðx2ðtÞ � x2maxÞ ¼
�
0 x2ðtÞ � 1
1 x2ðtÞ>1 : (11)

Based on (6) to (9), PMP can be applied to optimize the fuel-
consumption, and the Hamiltonian function can be formulated,
H ¼ x1
�
t
�
u2

�
t
�þ l1

�
t
�
_x1
�
t
�þ l2

�
t
�
_x2
�
t
�þ l3

�
t
�
_x3
�
t
�

¼ x1
�
t
�
u2

�
t
�þ l1

�
t
��
242

�
t
�
$u1

�
t
�þ 41 tð Þ�u2�t�
þ l2
�
t
�
ku1

�
t
�þ l3

�
t
�
x2 tð Þ � x2minð Þ2$G�x2min � x2

�
t
��

þ l3
�
t
�
x2max � x2 tð Þð Þ2$G�x2�t�� x2max

�
(12)

where H is the Hamiltonian function, and l1(t), l2(t), and l3(t) are
three co-state variables.

Solve (12) to obtain the partial derivatives of l1(t), l2(t), and
l3(t),
The beginning and cut-off conditions for each variable are

8<
:

x1ðt0Þ ¼ x10 x1ðt_totalÞ ¼ 0
x2ðt0Þ ¼ SoC0 x2ðt_totalÞ ¼ 0:3
x3ðt0Þ ¼ 0 x3ðt_totalÞ ¼ 0

(14)

where SoC0 is the initial SoC valuewhen the vehicle starts. Based on
(6) to (13), the terminal values of three co-state variables can be
calculated,

8<
:

l*1
�
t_total

� ¼ 0
l*2
�
t_total

� ¼ g1
l*3
�
t_total

� ¼ g2

(15)

where g1 and g2 are constants. From (13), if x2(t) is within [0.2 1],
then _l

*
2ðtÞ ¼ 0: This means that if the SoC is within this range, it



Fig. 6. The SA method calculating process.

Fig. 7. The whole app
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should be a constant, and thus the co-state equation can be
obtained,

l*1ðtÞ ¼
Xt_total
t¼0

u2ðtÞ � tu2ðtÞ

l*2ðtÞ ¼ g1
l*3
�
t_total

� ¼ g2:

(16)

Based on (12), the solution can be easily obtained to minimizeH,

u1ðtÞ ¼
�

u1minðtÞ
u1maxðtÞ

2l1ðtÞ42ðtÞ þ l2ðtÞk � 0
2l1ðtÞ42ðtÞ þ l2ðtÞk<0 : (17)

In this way, the solution of current commands that depend on
l1(t), l2(t), and 42(t) can be obtained. From (16), l*2ðtÞ is a constant,
and l*1ðtÞ decreases gradually. This means that the engine is off
during the first part of the trip and on during the latter half of the
trip. During the first part of the trip, the vehicle is only driven by the
battery, while during the latter part, the engine is always on and
outputs the maximum power to charge the battery. However, a
problem arises when the battery is discharged and then charged
again to the SoC of 30%. The battery SoC can easily drop below 20%;
therefore, this solution cannot meet the assumption in (16). From
(17), the solution should be a mixture of umin(t) and umax(t). Now a
proper sequence of umin(t) and umax(t) should be arranged to ensure
the SoC varies between 20% and 100%. Meanwhile, the maximum
value of battery current at each step can be reconsidered. Here, two
coefficients a and b are introduced to formulate an updated
solution,

u1ðtÞ ¼
�

u1minðtÞ
bu1maxðtÞ

Po � a

Po >a
(18)

where a is the engine-on power, and b is the maximum current
coefficient that is within [0, 1]. When Po is not more than a, the
battery current value is umin(t) and the engine is off. When Po is
more than a, the battery current command is bumax(t) and the
engine is on.

It is difficult to find the optimal a and b, as the fuel-rate, which is
expressed by a series of quadratic equations, relies on the random
driving conditions. In the next section, the SA method is applied to
find these coefficients.
lication process.



Fig. 8. The speed profiles of HWFET and UDDS drive cycles.

Fig. 9. Engine fuel-rate and battery SoC.
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4. Simulated annealing method and its application

The SA method is a generic method to locate a quasi-optimal so-
lution for a given global optimization problem. It is more efficient
thananexhaustivemethodor somedeterministicmethodsuchasDP,
provided that the goal is only to find a good solution rather than the
best possible solution [32,33,35,36]. The proposed energy manage-
ment problem is highly nonlinear, making it difficult to find the
optimal control coefficients through analytical or numeric methods.
The SA method is introduced to find them effectively.

The inspiration for the SA method comes from the annealing
process of metal, in which the sizes of crystals are increased
through the heating and cooling of the material. As shown in Fig. 6,
the SA method selects the engine-on power a as the control target,
with the fuel-consumption as the output. Meanwhile, the
maximum current coefficient b is calculated by satisfying the
constraints of driving power and the battery SoC. The SA method
usually sets a high value for a, then gradually decreases this value
based on the result comparison when different inputs are consid-
ered. The interval between the updated and current values of a is
subject to a probability distribution. During the iteration, the
optimal cost function output, i.e., the calculated fuel-consumption,
and the corresponding a are updated and recorded at all times.
When the termination conditions are satisfied, the algorithm will
stop and finally output the optimal a and b. Generally, the SA
method adopts the following conditions to determinewhen to stop
the iteration:

� Finding a solution that satisfies the set criteria
� Reaching the maximum setting iterations

In this paper, the maximum iteration of the SA method is 100,
the initial engine-on power is 30 kW, and the termination tolerance
on function value is 0.005. The whole application process is shown
in Fig. 7. If the trip length is less than the all-electric range (AER),
which can be calculated based on battery current SoC and trip in-
formation, the vehicle is only powered by the battery. If the trip
length is more than the calculated AER, the maximum and mini-
mum current values at each step can be calculated, after which the
SA method will be implemented to obtain the engine-on power a
and the maximum current coefficient b. Finally, the engine-on
power and the current commands, which combine the minimum
and updated maximum current values, can be supplied to the
vehicle controller. In the next step, simulations were conducted to
show the calculation process and the control performance.

5. Simulation validation

In order to validate the algorithm, many simulations were car-
ried out. All the simulations were realized based on Autonomie,
which is a model-based powertrain and vehicle simulation soft-
ware. Autonomie can effectively model a plant, synthesize and
analyze a controller for the plant, simulate the plant and its
controller, and program the controller [37,38]. From (7), k is related
to battery capacity, which means that if we know the battery ca-
pacity in advance, the algorithm can still be applicable even when
the battery capacity degrades. Therefore, the simulations were
performed with both healthy and unhealthy batteries.

5.1. Simulation with a healthy battery

Highway Fuel Economy Test (HWFET) cycle and Environmental
Protection Agency (EPA) Urban Dynamometer Driving Schedule
(UDDS), which are shown in Fig. 8, were simulated to verify the
proposed algorithm. The UDDS cycle, which simulates an urban
route of 12.07 km with 19 stops, has a duration of 1369 s, a
maximum speed of 91.2 km h�1, and an average speed of
31.5 km h�1. The HWFET cycle, which is used to determine the
highway fuel economy rating with a total distance of 16.45 km and
no stop, has a duration of 765 s, a maximum speed of 96.5 km h�1,
and an average speed of 77.7 km h�1.

First, the CD/CS algorithm was employed to get a benchmark of
the fuel-consumption. In this paper, the beginning battery SoC is



Fig. 13. Engine efficiency comparison when nine UDDS cycles are simulated with
different algorithms. (a) The proposed algorithm. (b) CD/CS algorithm.

Fig. 11. The maximum current, minimum current, and current commands when the
engine is on.

Fig. 10. The SA method calculation process.
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100%. Fig. 9 shows the fuel-rate and battery SoC variations when
the vehicle was simulated with nine consecutive UDDS cycles. It is
observed that the engine is off until 5300 s, after which the engine
is turned on to power the vehicle.

The proposedmethod is applied to verify its performance. Fig.10
shows the calculation process of the SAmethod for nine UDDS drive
cycles. After 100 iterations, the algorithm terminates and outputs a,
i.e., the engine-on power, and b, which equal 12.686 kW and 0.572,
respectively. The final output, i.e., the calculated fuel-consumption,
is 1.4315 kg. Fig. 11 presents the maximum current, the minimum
current, and the engine-on current command, which is propor-
tional to the maximum current. Fig. 12 shows the fuel-
consumptions with different methods. When the proposed algo-
rithm is applied, the fuel-consumption is accumulated during the
whole trip. The final consumption is 1.395 kg, which is less than the
Fig. 12. Fuel-consumption when nine UDDS cycles are simulated with different
algorithms.
amount accumulated using the CD/CS method. The simulation
result is close to the calculation result in Fig. 10, thereby proving
that the quadratic equations are effective in approximating fuel-
consumption. Fig. 13 compares the engine efficiency based on
different methods; the average engine efficiency is clearly higher
when the proposed method is applied. To some degree, this can
explain why the proposed method can save fuel-consumption. The
calculation was finished within two minutes using a laptop with
2.9 GHz of core i7 processor and 8 gigabits of RAM. From Ref. [18],
the computation time for seven UDDS cycles is three minutes.
Evidently, the proposed method has a faster calculation speed
compared with the method proposed in Ref. [18].
Fig. 14. SoC variation.



Fig. 17. Battery SoC comparison.

Fig. 16. The calculated current coefficients based on the SA method.

Fig. 15. The computed engine-on power based on the SA method.
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Simulations with five to nine UDDS cycles and four to seven
HWFETcycles were carried out with the proposed algorithm. Fig. 14
shows the SoC variations when the vehicle is simulated with five to
nine UDDS cycles. The SoC curves all show that the proposed al-
gorithm can gradually discharge the battery to approximately 30%
SOC when the trip ends, independent of the driving distances.
Fig. 15 depicts the engine-on power calculated by the SA method,
Table 2
Result comparison.

Drive cycle Duration (s) Distance (km) CD/CS algorithm

Fuel-consumption (kg) Ending SoC

5 UDDS 6845 60.35 0.315 30.17
6 UDDS 8214 72.42 0.593 29.79
7 UDDS 9583 84.49 0.877 29.90
8 UDDS 10,952 96.56 1.183 29.81
9 UDDS 12,321 108.63 1.450 30.17
4 HWFET 3060 65.80 0.756 29.93
5 HWFET 3825 82.25 1.200 29.94
6 HWFET 4590 98.70 1.645 29.95
7 HWFET 5355 115.15 2.090 29.94

Table 3
Result comparison.

Group Drive cycle CD/CS algorithm

Fuel-consumption (kg) Ending SoC (%)

Group 1 2 REP05 1.407 32.81
3 REP05 2.485 33.90

Group 2 2 REP05 1.504 32.83
3 REP05 2.676 32.83
which becomes lower as the trip becomes longer. Fig. 16 shows the
calculated b, which varies from 0.380 to 0.572. The fuel-
consumptions based on different methods are presented in
Table 2. In order to calculate the savings, a SoC correction method is
applied to make sure the ending SoC values are the same. A linear
fitting method is adopted to calculate the SoC correction
[8,20,21,29]. Compared with the CD/CS method, the proposed al-
gorithm can save up to 7.24%, 4.81%, 4.59%, 6.26%, and 4.42% of the
fuel-consumptionwhen UDDS cycles are simulated and can save up
to 9.79%, 4.62%, 5.41%, and 2.91% of the fuel-consumption when
HWFET cycles are simulated.

5.2. Simulation with unhealthy battery

To verify the proposed algorithm's robustness, simulations with
unhealthy batteries are conducted. REP05 drive cycle is simulated
while the battery capacity is 18 Ah, compared with the original ca-
pacity of 20 Ah. The vehicle consists of 99 battery cells connected in a
series. The average cell OCV is 3.433 V and the average internal
resistance is 0.018 U. In order to verify the performance of the
controller, we separated the simulation into two groups. In Group 1,
the internal resistance and battery OCV are assumed unchanged
when the battery degrades. In Group 2, each individual cell's OCV
drops by 0.1 V and its internal resistance increases by 0.1U. Based on
The proposed algorithm Savings (%) (SoC corrected)

(%) Fuel-consumption (kg) Ending SoC (%)

0.344 32.91 7.24
0.559 29.50 4.81
0.884 32.40 4.59
1.136 31.24 6.26
1.395 30.65 4.42
0.703 31.04 9.79
1.165 31.02 4.62
1.576 31.01 5.41
2.048 31.00 2.97

Proposed algorithm Savings (%) (SoC corrected)

Fuel-consumption (kg) Ending SoC (%)

1.348 32.40 3.64
2.364 33.48 4.55
1.445 32.38 3.36
2.522 29.34 3.29
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the parameters of Group 1, when two REP05 drive cycles are simu-
lated, the engine-onpower calculated by the SAmethod is 25.188 kW
and the current coefficient b is 0.071. The fuel-consumptions based
on different battery parameters are compared in Table 3. The fuel-
consumptions in Group 2 are larger than those in Group 1. This is
due to a reduction in battery efficiency caused bya drop inOCV and a
rise in internal resistance when the battery is unhealthy. Compared
with CD/CS method, the proposed algorithm can save 3.64%, 4.55%,
3.36%, and 3.29% of fuel-consumption when two and three REP05
cycles are simulated. Fig.17 compares the SoC variationswhenGroup
1 parameters are applied to different methods. It is clear that, with
the proposed algorithm, the battery SoC drops more slowly. This
proves that even when the battery capacity degrades, the proposed
method is still effective in reducing fuel-consumption.
6. Conclusion

In this paper, an energymanagement strategy based on PMP and
the SAmethod has been proposed to improve the fuel economy of a
power-split PHEV. By analyzing the vehicle driveline, the battery
current is applied to calculate the fuel-rate with different vehicle
driveline powers and speeds. Quadratic equations are employed to
describe the relationship between fuel-rate and battery current. By
constructing the Hamilton function based on PMP, combinations of
the maximum and minimum allowable battery currents are
determined to be the optimal solutions for realizing energy man-
agement. The SA algorithm is employed to find the engine-on po-
wer and the maximum current coefficient. The simulation results
show two main contributions of the proposed algorithm: 1) real-
izing energy management by means of a faster calculation speed;
and 2) reducing the fuel-consumption compared with the CD/CS
method, independent of trip length. Moreover, the proposed al-
gorithm is still feasible even when the battery SOH changes.

In this paper, the proposed algorithm only focuses on the energy
management of a power-split PHEV based on the trip information,
and is only verified by simulations. Our next step is to improve
energy management for other types of PHEVs, followed by con-
ducting a study focused on experimental validation. In addition,
road pattern recognition can also be added to enhance the appli-
cation of the proposed method.
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