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Distance-Based Ecological Driving Scheme
Using a Two-Stage Hierarchy for Long-Term

Optimization and Short-Term Adaptation
Hansang Lim, Member, IEEE, Wencong Su, Member, IEEE, and Chunting Chris Mi, Fellow, IEEE

Abstract—This paper proposes a distance-based ecological
(eco)-driving scheme with two stages: one for long-term speed
optimization and the other for short-term adaptation to actual
traffic conditions. Before departure, the speed profile for an entire
route is optimized in a distance domain by using characteristics
of the drivetrain and road conditions. Then, while driving, the
speed at only the next location is controlled to follow the optimal
speed profile and adapt it for traffic conditions, which allows
for real-time adaptation, maintaining optimal driving in the long
term. To localize the change of the optimal speed profile due to
traffic conditions, models for fuel rate of a conventional vehicle
and vehicle propulsion systems were formulated in a distance
domain, and a distance-based optimal speed profile was generated.
The proposed eco-driving scheme is optimized by the quadratic
programming method, and its validity is tested by simulation.

Index Terms—Distance based, ecological (eco) driving, long-
term optimization, short-term adaptation, traffic conditions.

I. INTRODUCTION

ENERGY efficiency in a vehicle depends on not only the
characteristics of its drivetrain but also on its operating

conditions according to road and traffic conditions and driving
patterns, which are consequently related to a vehicle’s speed
and acceleration. An ecological (eco)-driving system helps
a vehicle operate in particular conditions with good energy
efficiency by giving advice to drivers, generating an optimal
speed profile, or controlling its driving.

For energy savings and environmental protection, many
studies on eco driving have been reported. One issue is to
assist drivers in driving a vehicle in energy-efficient ways. The
optimal ways to accelerate and cruise are analyzed for diverse
types of vehicles by simulations [1]. A specific guide is given
to a driver under a particular vehicle loading [2], and by using
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the Global Positioning System and controller area network bus
data, five types of detailed feedback are provided for eco driving
[3]. An onboard driver-assistance system gives visual feedback
and audible warning for uneconomical power demands [4].

Another issue is an eco-cruise control, which controls the
driving speed automatically. An optimal vehicle control plan
is generated by using anticipated roadway grade information,
and the vehicle speed is varied within a preset speed window
[5]. A model-predictive eco-cruise controller for serial electric
vehicles is presented by using vehicle dynamics formulated in
terms of position [6]. For real-time implementation, an eco-
cruise controller is presented by using a quadratic cost function
and a convex piecewise linear approximation of energy con-
sumption maps in electric vehicles [7].

Recently, eco-driving research has focused on optimization
of a driving speed profile. The main optimization approach
for eco driving is the dynamic programming method [8]–[11]
due to the nonlinear cost function with complex constraints.
While dynamic programming can solve the global optimization
of the speed profile over the entire driving route, it requires
full knowledge of the driving conditions. Since it is hardly
possible to anticipate exactly what is happening in advance, the
optimal speed profile usually needs to be adapted for traffic
conditions while driving. In particular, these approaches are
based on a time domain, and the remaining profile, after any
deviations from a time-based speed profile, needs to be fully
optimized again. However, its computation time is too long to
be implemented in real time; thus, this dynamic programming
approach is not suited to online eco driving.

Common approaches for online eco driving reduce their
computing times by carrying out optimization for a finite hori-
zon of the route and repeating it at every time step. Model
predictive controls (MPCs) are carried out for varying road
and traffic conditions [12] or for roads with up–down gradients
[13], which utilize the continuation and generalized minimum
residual (C/GMRES) method. An MPC utilizing the quadratic
programming (QP) method works in vehicle-to-vehicle com-
munications [14]. The Legendre pseudospectral method, which
converges quickly on an optimal solution, is applied for a finite
horizon in hilly road conditions [15].

Toward comprehensive optimization, an approach to integra-
tion of future driving conditions and eco-driving systems has
been adopted. The velocity profile is periodically determined by
highway traffic data, which come from the California Freeway
Performance Measurement System (PeMS) [16], [17], and an
MPC computes an optimal engine torque using the determined
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Fig. 1. Proposed distance-based eco-driving scheme with two stages.

velocity profile [18]. With known or measured information
of the current road and traffic signals, the future states of
the preceding vehicle are predicted, and the optimal control
input is computed by C/GMRES [19]. For reducing stops at
traffic lights, the state of the traffic lights is mathematically
formulated, and the optimal velocity trajectory is advised [20].

These approaches deal with only a partial horizon, not an
entire one, which makes their optimization results largely de-
pendent on the horizon length [18]. While a long horizon with
reliable prediction data improves fuel economy satisfactorily,
it requires a much longer computing time, which is critical for
real-time implementation of online eco driving, and accurate
traffic conditions for a long horizon. A short horizon, more
suitable for real-time computation, generally generates a speed
profile less optimized for an entire route or the long term.
In addition, traffic conditions also affect the optimal horizon
length. Thus, the primary challenge in online eco driving is to
obtain satisfactory optimization results in the long term with a
fast enough computing time to be implemented in real time.

In this paper, a distance-based eco-driving scheme using a
two-stage hierarchy is presented to overcome this challenge.
Fig. 1 shows its overall structure. The first stage is for a
long-term optimization before departure, usually for an entire
driving route without consideration of traffic conditions, and
the second is its local adaptation to traffic conditions while
driving. In particular, the optimization is made in a distance
domain instead of a time domain to limit the adapted regions
to nearby regions directly undergoing heavy traffic, which can
keep the effectiveness of the long-term optimization and avoid
reoptimizing the speed profile for the remaining trip.

A two-stage framework has been used in some applications
such as energy management in plug-in or hybrid electric ve-
hicles (P/HEVs) [21]–[23] and economic operation of renew-
able energy generation [24]. However, energy management in
P/HEVs and renewable energy generation are different from
eco-driving control for internal combustion engine (ICE)-based
vehicles. They have different plant architectures, including
different dynamic models and power sources, which leads to
different control and state variables and objective functions.
Above all, they formulate the models and cost functions in
a time domain and optimize the control problems in a time
domain, not a distance domain [21]–[24]. After a vehicle un-
dergoes a heavy traffic condition, the actual time steps deviate
from the time steps of the optimal speed profile obtained from

the first stage. Therefore, the speed profile optimized in a time
domain cannot act as a reference and keep its effectiveness.
Eco-cruise control for electric vehicles and energy management
for electric ground vehicles formulated in a distance domain
[6], [26] cannot adapt to actual traffic conditions without a
hierarchical framework.

The main contributions of this paper are as follows. First, a
distance-based eco-driving scheme with two stages is proposed.
The proposed distance-based two-stage scheme can keep the
effectiveness of the long-term optimal speed profile since the
speed profile still acts as a reference, except in areas under
heavy traffic conditions. Second, vehicle models and the cost
function are formulated in a distance domain, and a distance-
based speed profile is generated to support the scheme. Finally,
the cost functions for the two stages are formulated into a
quadratic matrix form with linear constraints suitable for effi-
cient solvers with guaranteed convergence.

This paper is organized as follows. In Section II, models
for fuel rate and vehicle propulsion are formulated. Section III
presents the concept of the proposed eco-driving scheme, and
the cost function for optimization is described for each stage.
In Section IV, simulation results are analyzed, and discussions
and conclusions are given in Section V.

II. VEHICLE MODEL FOR CONTROL

To estimate the fuel consumption, a fuel rate model is formu-
lated for an automatic transmission midsize vehicle by using
performance data obtained from Autonomie software [27].
Then, the longitudinal dynamics of a vehicle are formulated,
and the state equation between the current and next speeds is
derived.

Autonomie is a simulation tool for vehicle energy consump-
tion and performance analysis developed by Argonne National
Laboratory in collaboration with automotive manufacturers and
sponsored by the U.S. Department of Energy. It is a MATLAB-
based software environment and framework and supports a
wide range of vehicle classes and powertrain configurations
such as ICE-based vehicles, HEVs, PHEVs, and battery electric
vehicles. The models of Autonomie have been validated against
the Toyota Prius [28] and the General Motors Volt [29].

A. Fuel Rate Model

To make the computation time for optimization short, a
model based on the Willans line approximation [30] is formu-
lated. The left panel in Fig. 2 is the engine Willans plot given by
Autonomie, which shows a piecewise linear relation between
the fuel rate ṁf and the engine torque Te, for a fixed engine
speed ω, so that the fuel rate for a given engine speed can be
written as

ṁf = f(Te|ω) =
{
k1(ω)Te + c1(ω), for Te ≥ 0

k2(ω)Te + c2(ω), for Te < 0.
(1)

The right panel in Fig. 2 shows that the fuel rate for Te ≥ 0,
which is a region of interest, is linearly proportional to the
engine speed for a fixed torque. Thus, k1(ω) and c1(ω) can be
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Fig. 2. Relationship between fuel rate, torque, and engine speed.

Fig. 3. Comparison of fuel maps.

represented by a linear function of the engine speed. Therefore,
the fuel rate can be modeled by

ṁf = f(Te, ω) = (β1ω + β2)Te + γ1ω + γ2
=(β1Te + γ1)ω + β2Te + γ2 (2)

where β1=5.646×10−8, β2=4.751×10−7, γ1=1.625×10−6,
and γ2 = −5.968 × 10−5.

This fuel rate model is evaluated by comparing the fuel
map estimated by the model with the fuel map generated by
Autonomie. The comparison is shown in Fig. 3. The solid and
dashed lines represent the Autonomie and model data, respec-
tively. This comparison shows that the model is acceptable for
estimation of the fuel consumption.

B. Vehicle Propulsion Model

In the longitudinal motion of a vehicle, a wheel force Fw for
propelling a vehicle is

Fw(t) =
Tw(t)

rw
=

frgr(n)NfrNgr(n)

rw
Te(t)

=mv̇(t) +
1
2
ρCdAdv(t)

2 +mgCr cos θ(t)

+mg sin θ(t) + Fbrake(t) (3)

where Tw is a wheel torque (N · m), and Te is an engine torque
(N · m). Then, v(t), v̇(t), θ(t), and Fbrake(t) are the speed of
the vehicle (m/s), its acceleration (m/s2), the road gradient (rad),

TABLE I
PARAMETERS OF THE VEHICLE MODEL

Fig. 4. Gear shift model.

and the brake force (N), respectively. The other parameters of
the vehicle model and their values are given in Table I.

The gear number is assumed to be controlled by only the
speed and the direction of the acceleration, as shown in Fig. 4.
The rolling resistance coefficient Cr is modeled by a linear
function of the engine speed. The efficiency of the final drive
is modeled to be a constant. Ngr(n) is a function of the gear
number, an input speed, and an input torque and modeled as
the product of the gearbox efficiency and the torque converter
efficiency. Since the efficiency of a gearbox for a fixed gear
number is almost constant, except at very low engine speeds, it
is modeled as a constant whose value is dependent on only the
gear number.

The efficiency of a torque converter shows more dependence
on the operating conditions, as shown in Fig. 5. The dependence
of the efficiency on varying input speeds for a fixed input
torque is estimated by a quadratic model, and its dependence
on varying input torques at a fixed input speed is modeled as a
piecewise linear equation as follows:

g(T, ω) = min(d1(ω)T + d2(ω), e1(ω)T + e2(ω),
f1(ω)T + f2(ω)) (4)

where di(ω), ei(ω), and fi(ω) are quadratic functions of the
input speeds. The circles in Fig. 5 represent the efficiency data
obtained from Autonomie, and the solid, dotted, and dashed
lines represent the data given by the model. They are in good
agreement. Other parameters, except functions of time such as
Te(t), Fbrake(t), v(t), v̇(t), and θ(t), are modeled by constants.
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Fig. 5. Efficiency of a torque converter.

From (3), the acceleration can be derived by

v̇(t) =
1
m

(
frgr(n)NfrNgr(n)

rw
Te(t) −

1
2
ρCdAdv(t)

2

− mgCr cos θ(t)−mg sin θ(t)− Fbrake(t)

)
. (5)

In (5), Te(t) and Fbrake(t) are the control inputs, which deter-
mine the acceleration and deceleration and, consequently, the
fuel consumption.

Then, the speed at the next time step, which is the result of
the control inputs, is given by

v(t+Δtk) = v(t) + v̇(t)Δtk

=

(
1 − C2

m
v(t)Δtk

)
v(t)

+
[
C1

m Δtk, − 1
mΔtk

][ Te(t)
Fbrake(t)

]
−C3

m
Δtk (6)

where Δtk is the time interval between adjacent steps,
C1 = frgr(n)NfrNgr(n)/rw, C2 = (1/2)ρCdAd, and C3 =
mgCr cos θ(t) +mg sin θ(t).

III. DISTANCE-BASED ECO-DRIVING SCHEME

WITH A TWO-STAGE HIERARCHY

To generate a speed profile that guarantees long-term op-
timization and to adapt it for real-time traffic conditions, a
distance-based eco-driving scheme with two stages is proposed.
The structure of the proposed eco-driving scheme and its two
stages, i.e., the long-term optimization and the local adaptation,
are described.

A. Fundamental Concept

Before departure, the first stage generates an optimal speed
profile for an entire driving route in a distance domain by using
characteristics of the drivetrain and road conditions, such as
road gradients, trip distance, and speed limits. Traffic condi-
tions are not taken into consideration. The QP method is used
as an optimization algorithm since it is one of the most widely
used optimization methods for global optimization [14], [31],
[32] and requires much shorter computation time than dynamic
programming [8]–[11], [33]. Thus, the generated speed profile,

Fig. 6. Distance-based speed profile.

which is called a reference speed profile, guarantees long-term
optimization in ideal traffic conditions, i.e., very smooth traffic.

After departure, the second stage controls the vehicle speed
by taking the reference speed profile and traffic conditions into
account. This control is carried out for the vehicle speed at
only the next location, which makes the computation time short
enough to be suitable for real-time implementation. Spacing to
the preceding vehicle is used as a traffic condition index. The
spacing at the next location is estimated by using the previous
acceleration of the preceding vehicle. Under smooth traffic
conditions, the spacing to the preceding vehicle is farther than
the safety spacing required at the current speed, and the vehicle
is controlled to be driving at the reference speed; however, if the
spacing is closer than the required spacing under heavy traffic
conditions, the speed value to secure the required safety spacing
is computed, and the speed at the next location is set to a value
that is slower than the reference speed. After passing heavy
traffic regions, the vehicle follows the reference speed again.

In a time-based driving cycle, any adaptation of the reference
speed profile to traffic conditions changes the entire driving time,
which changes the whole speed profile after that adaptation, al-
though the adapted time period is very short compared with the
entire driving time. Consequently, it is required to compute the
optimal speed profile for the remaining route again, which is a
major disadvantage to online eco driving, since its computation
time is long and traffic conditions usually continue to change.

On the other hand, in a distance-based driving cycle, the
speed profile is only changed for nearby locations that are
directly affected by traffic conditions, since the characteristics
of the drivetrain and road conditions are not changed during
driving. Thus, the change of the speed profile due to traffic
conditions is localized, and the reference speed profile can still
be effective in other locations. Long-term optimization can be
maintained if the regions under heavy traffic conditions are not
too wide and if the driving route does not include too many
traffic signals. That is the reason why we optimize the speed
profile in a distance domain.

A distance-based speed profile is shown in Fig. 6. In a
distance domain, each location has the same distance of Δs,
and the control inputs are updated with a fixed distance step. If
the total number of distance steps is n, the trip distance S is

S = nΔs. (7)

The acceleration is assumed to be a constant within each
distance step.
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Let the speed and the driving distance at the location of
kΔs be v(k) and S(k), respectively. The driving distance at
the location of (k + 1)Δs is given by

S(k + 1) = S(k) +

tk+1∫
tk

v(k) + v̇(k)(t− tk)dt

= S(k)+v(k)(tk+1−tk)+
1
2
v̇(k)(tk+1−tk)

2 (8)

where tk+1 and tk are the times at the locations of (k + 1)Δs
and kΔs, respectively.

Therefore, the distance step can be written as

Δs = S(k + 1)− S(k)

= v(k)Δtk +
1
2
v̇(k)Δtk

2 =
v(k) + v(k + 1)

2
Δtk (9)

where Δtk = tk+1 − tk, and from (9), the time interval is
derived by

Δtk =
2Δs

v(k) + v(k + 1)
. (10)

By inserting (10) into (6) and multiplying both sides by
“v(k) + v(k + 1),” the state equation for the speed in a distance
domain is described by

v(k + 1)2 =

(
1 − 2C2Δs

m

)
v(k)2

+
[
2C1Δs

m , − 2Δs
m

] [ Te(k)
Fbrake(k)

]
− 2C3Δs

m
(11)

and by replacing v(k)2 with X(k) and setting the control inputs
u(k) = [Te(k), Fbrake(k)]

T , (11) can be described by

X(k + 1) = A(k)X(k) +B(k)u(k)−D(k) (12)

where A(k)=(1−(2C2Δs/m)), B(k)=[2C1Δs/m,−(2Δs/
m)], and D(k) = 2C3Δs/m.

Then, from (12), the vehicle longitudinal states for all dis-
tance steps can be represented by (13), shown at the bottom of
the page.

B. Long-Term Optimization

The optimal speed profile for an entire driving route is
generated, which guarantees a good balance between fuel
consumption and driving time in the long term and acts as a
reference speed, which a vehicle will follow while driving. The
trip distance, road gradients, and speed limits are inputted as
road conditions.

Although this long-term optimization is performed before
departure and does not require a real-time computation, the
allowable computation time is limited. Thus, the QP method
is used for optimization, since it can save computation time, as
opposed to the dynamic programming method.

If only the fuel consumption is considered, a speed profile with
a low speed and a long driving time will be generated, which
is not practical. Thus, by taking the fuel consumption and the
driving time into consideration, the cost function is written as

J=w1

n−1∑
k=0

ṁf (k)Δtk+w2

n−1∑
k=0

(
v(k + 1)2−Vtarget(k + 1)2

)2

.

(14)

On the right side of the equation, the first and second terms
represent the fuel consumption and the speed deviation from the
target speed Vtarget(k) at each location, respectively. A speed
limit at each location is used as a target speed in this study. If
available, the current or the historic speed data on constituent
roads just before departure [16], [17], [21], [26] can be used,
which reduces changes to the optimization results due to traffic
conditions while driving. The second term makes the vehicle
speed be close enough to the target speed and, consequently,
prevents the driving time from being too long.

Constants w1 and w2 are weights for balancing the effect of
the two terms. The speed, which is much lower than the speed
limit on each route, consumes less fuel but is not applicable
to an actual drive since the vehicle running at such a speed
obstructs traffic. Thus, the values of w1 and w2 are chosen to set
the vehicle’s steady-state speed to be approximately the speed
limit if the route is not too short to accelerate to the speed
limit. By simplifying the time interval into Δtk ≈ Δs/v(k)
and replacing the engine speed with the vehicle speed, (14) is
rewritten as (15), shown at the bottom of the next page.

X=

⎡
⎢⎢⎢⎢⎢⎣

X(0)
X(1)

...
X(n− 2)
X(n− 1)

⎤
⎥⎥⎥⎥⎥⎦=

⎡
⎢⎢⎢⎢⎢⎣

1
A(0)

...
A(n− 3) · · ·A(0)
A(n− 2) · · ·A(0)

⎤
⎥⎥⎥⎥⎥⎦X(0)+

⎡
⎢⎢⎢⎢⎢⎣

0 0 · · · 0 0
B(0) 0 · · · 0 0

A(1)B(0) B(1) · · · 0 0
...

A(n− 2) · · ·A(1)B(0) A(n− 2) · · ·A(2)B(1) · · · B(n− 2) 0

⎤
⎥⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎢⎣

Te(0)
Fbrake(0)

...
Te(n− 1)

Fbrake(n− 1)

⎤
⎥⎥⎥⎥⎥⎦+

⎡
⎢⎢⎢⎢⎢⎣

0 0 · · · 0 0
1 0 · · · 0 0

...
A(n− 3) · · ·A(1) A(n− 3) · · ·A(2) · · · 0 0
A(n− 2) · · ·A(1) A(n− 2) · · ·A(2) · · · 1 0

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

D(0)
D(1)

...
D(n− 2)
D(n− 1)

⎤
⎥⎥⎥⎥⎥⎦

=ĀX(0) + B̄U + C̄D (13)
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Equation (15) is further simplified to apply the QP
method. Since a constant term has no effect on optimization,
w2Vtarget(k + 1)4 is not taken into consideration. The β2Te(k)
and γ2 terms are y-axis intercepts in the fuel map shown in the
right panel in Fig. 2. The maximum variation in intercept values
due to the engine torque is approximately 1 × 10−4, which is
one several tenths of the usual fuel rates and is negligible. Since
γ1(frgr(n)/rw) shows a smaller variation due to the input
control than β1(frgr(n)/rw)Te, this term is also neglected.

In addition, since v(0) = v(n) = 0,
∑n−1

k=0 v(k + 1)2 =∑n−1
k=0 v(k)

2, and the simplified cost function is given by

J ≈
n−1∑
k=0

(
w2v(k + 1)4 − 2w2Vtarget(k + 1)2v(k + 1)2

+w1β1
frgr(n)

rw
ΔsTe(k)

)

=w2X
TX − 2w2VtargetX +KU (16)

where Vtarget=
[
Vtarget(0)2 · · · Vtarget(n− 1)2

]
, and K=[

w1β1(frgr(n)/rw)Δs 0 · · · w1β1(frgr(n)/rw)Δs 0
]
.

By applying (13) into (16) and simplifying the equation to be
suitable for the QP method, the cost function is summarized by

J = w2U
T B̄T B̄U + [2w2X(0)ĀT B̄ + 2w2D

T C̄T B̄

− 2w2VtargetB̄ +K]U (17)

subject to

[
0
0

]
≤ u(k) =

[
Te(k)

Fbrake(k)

]
≤

[
Tmax

FBrake(max)

]

ωmin ≤ω(k) ≤ ωmax

v(k) ≤ speed limit(k)

v(0) = v(n) = 0 (18)

where the subscripts of min and max denote the minimum and
maximum bounds, ω(k) is the engine speed at the kth location,
speed limit(k) is the maximum speed of the kth location, v(0)
is the initial speed, n is the total number of steps, and v(n)
is the final speed of the entire route. Next, the optimization is
performed by finding the control input pairs that minimize
the cost function for a sufficiently long-term driving route,
usually an entire route. Then, the optimal speed profile for an
entire route is obtained by applying the resulting control input
pairs to (13).

C. Local Adaptation for Traffic Conditions

After departure, the vehicle is driven to follow the refer-
ence speed profile. However, in actual driving, the reference
speed profile cannot usually be followed, since it cannot reflect
current traffic conditions. If there are numerous vehicles on
the road, the spacing to the preceding vehicle, i.e., ΔL, tends
to be shortened, and traffic conditions can be indicated by
the spacing. For safety reasons, the spacing should be kept
wider than a specific value, which is called the safety spacing.
Thus, the speed needs to be adapted for traffic conditions while
driving.

By using previous and current speeds of the preceding vehi-
cle and the current spacing to the preceding vehicle, the next
spacing is estimated. Then, the vehicle speed is adapted to keep
the next spacing wider than the safety spacing if the reference
speed does not ensure the safety spacing.

Let the acceleration, speed, and location of the preceding
vehicle be apre(·), vpre(·), and Lpre(·), respectively. L(·) repre-
sents the location of the driver’s vehicle, and ΔL(·) represents
the spacing between the preceding vehicle and the driver’s
vehicle.

Assuming that the acceleration of the preceding vehicle is
kept constant, its speed at the next location is estimated by

vpre(k + 1)∗ ≈ vpre(k) + apre(k − 1)
Δs

v(k − 1)
(19)

and its next location is estimated by

Lpre(k+1)∗ ≈ Lpre(k)+
vpre(k)+vpre(k+1)∗

2
Δs

v(k)
(20)

where the superscript ∗ represents the estimation value.
Then, the spacing at the next location can be estimated by

ΔL(k + 1)∗ ≈ Lpre(k + 1)∗ − L(k + 1)

≈ ΔL(k)+

(
vpre(k) + vpre(k+1)∗

2
Δs

v(k)
−Δs

)
.

(21)

The safety spacing is linearly modeled on the speed, as de-
scribed in

ΔLS(k + 1) = h× v(k + 1) + l (22)

where h is a proportional constant whose value is set to 2
according to [10], and l represents a desired spacing to the pre-
ceding vehicle at the stop location, of which the value is set to 2.

J ≈
n−1∑
k=0

(
w1

(
(β1

frgr(n)

rw
v(k) + β2)Te(k) + γ1

frgr(n)

rw
v(k) + γ2

)
Δs

v(k)
+ w2

(
v(k + 1)2 − Vtarget(k + 1)2

)2
)

(15)
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To assure the safety spacing at the next location, the next speed
is limited by

ΔL(k + 1)∗ ≥ ΔLS(k + 1) = h× v(k + 1) + l

∴ v(k + 1) ≤ ΔL(k + 1)∗ − l

h
. (23)

Then, the speed is adapted by taking the spacing to the
preceding vehicle, as well as the fuel efficiency and the speed
deviation, into consideration. Since the optimal performance in
the long term is maintained by the reference speed profile, the
speed at only the next location is adapted at each location. The
safety spacing should be ensured so that it is implemented by
the boundary condition [14].

Thus, the cost function at each step has the same form as (17),
except that computation is performed at only one location, and
is given by

J = w2u(k)
TB(k)TB(k)u(k) + [2w2X(k)A(k)TB(k)

+ 2w2D(k)TB(k)− 2w2Vtarget(k + 1)2B(k) +K]u(k)
(24)

subject to [
0
0

]
≤ u(k) =

[
Te(k)

Fbrake(k)

]
≤

[
Tmax

FBrake(max)

]
ωmin ≤ ω(k) ≤ ωmax

v(k) ≤ speed limit(k)

v(k + 1) ≤ ΔL(k + 1)∗ − l

h
(25)

where Vtarget(k + 1) represents not the speed limit but the
reference speed obtained from the long-term optimization, and
K =

[
w1β1(frgr(n)/rw)Δs 0

]
at the current speed. The

QP method is used for minimizing the cost function, and
computation for only one location makes this adaptation fast
enough to be suitable for real-time applications.

IV. SIMULATIONS

The proposed eco-driving scheme is implemented and solved
using MATLAB toolbox. A series of simulations were con-
ducted by changing two weight values, namely, w1 and w2, and
varying the speed of the preceding vehicle. Then, simulation
results were compared with optimization results produced by
the original, not simplified, cost function for validation.

The parameter values used in the simulations are as follows:
Tmax = 220 N · m, and FBrake(max) = 3120 N · m, where
FBrake(max) is set to be half of the actual maximum brake force
to avoid deceleration that is too hard.

A. Long-Term Optimization

A driving route under test is 5 km long and is hat-shaped with
a speed limit of 60 and 80 km/h. A distance step Δs is set to
be 25 m, and consequently, the total number of distance steps
is 200.

TABLE II
OPTIMIZATION RESULTS FOR THE ORIGINAL COST FUNCTION

Fig. 7. Comparison of QP results with SQP results for diverse weight values.

First, to confirm the validity of the simplified cost function
given in (17), optimization is provided for the original cost
function of (15) by using the sequential quadratic programming
(SQP) method, and their results are compared. Considering the
difference in the orders of the first and second terms of the cost
function, the terms are normalized by multiplying the first term
by 107, which is the difference in the orders of the two terms so
that w1 = 107 × w1(norm). The value of w1(norm) is set to 10,
and the value of w2 is changed from 0.1 to 10, considering their
absolute values and variations.

While the original cost function can be minimized by the
SQP, its computation time is much longer than that of the sim-
plified cost function provided by the QP method, and it is used
only as a benchmark. Computing times of each convergence
cycle in the SQP and QP methods for diverse initial conditions
and weight values are in the ranges of 80–496 and 9–28 s,
respectively, both with an Intel i5-2467M core at a clock speed
of 1.6 GHz. Since gear numbers in (13) are fixed during the
convergence cycle, this cycle is repeated two to five times to
be in accord with the change in the gear numbers owing to the
optimized speed profile.

Simulation results for the original cost function produced by
the SQP method are shown in Table II. It is shown that the
fuel consumption increases and the driving time decreases as
the weight on the speed deviation, i.e., w2, increases. For a w2

smaller than 1, the speed is lower than the specified speed limits
by more than 10%, and the driving time is too long, which is not
balanced driving. Thus, only w2 values equal to or larger than
1 are considered for the optimization.

Fig. 7 compares fuel consumption and driving time using the
simplified cost function with the QP method to those using the
original cost function with the SQP method. In each panel,
the abscissa represents the values of w2, which are 1, 2, 3, 5,
and 10, respectively. Both results show the same tendency for
fuel consumption to increase and driving time to decrease as
w2 increases. In the left panel, errors in fuel consumption are in
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Fig. 8. Resulting speed profiles: speed versus distance.

Fig. 9. Resulting speed profiles: time versus speed.

the range of −3.1% to −0.4%. Errors in driving times, which
are shown in the right panel, are in the range of −7.3% to 0.7%.
The optimization results from the simplified cost function are in
good agreement with the results from the original cost function.

Fig. 8 shows the speed profiles generated by the QP method
with the simplified cost function for diverse w1 and w2 values.
It is shown that the speed is kept below that specified by speed
limits for a small value of w2 but that the speed goes closer to
the speed limit as w2 increases.

Fig. 9 shows the speed profiles in a time domain. The speed
profile with a smaller w2 takes a longer driving time, whereas
the speed profile with a higher w2 results in rapid acceleration
and deceleration, followed by constant steady-state speeds.

As shown in Figs. 7–9, weighting the fuel consumption leads
to a speed profile with a low speed and, accordingly, a long
driving time. However, such a low-speed profile is not suitable
for actual driving applications, although it consumes less fuel.
A vehicle driven at a speed much lower than the speed limit
blocks traffic and sometimes increases the probability of car
accidents, since the following cars try to change lanes to pass
the slow car.

TABLE III
DEPENDENCE OF FUEL CONSUMPTION AND

DRIVING TIME ON WEIGHT VALUES

Fig. 10. Example of local adaptation. (a) Safety spacing. (b) Modified speed
profile.

In this paper, the average speed deviations from speed limits
in the steady-state regions are set to be less than 10% to balance
fuel consumption and driving time. This requirement is satisfied
when w2 ≥ 1. As a reference speed profile, the speed profile
obtained in the condition where w1(norm) = 10 and w2 = 2 is
chosen, which shows the best balance. The fuel consumption
and the driving time in this condition are 0.251 kg and 309 s,
respectively.

B. Local Adaptation for Traffic Conditions

The local adaptation should be made to follow the target
speed quickly and fuel efficiently. How to quickly and fuel
efficiently follow the speed is dependent on weights w1 and w2

in (24). The terms of the cost function are also normalized by
multiplying the first term by 104, i.e., w1 = 104 × w1(norm).

Table III shows the dependence of fuel consumption and
driving time on the weight values under smooth traffic con-
ditions. As shown, a large w1(norm) decreases the fuel con-
sumption and increases the driving time. The condition where
w1(norm) = 10 and w2 = 1 is chosen, which follows the ref-
erence speed profile well and exhibits a good balance between
fuel and time. Its driving time is longer than the reference speed
profile by 1 s, and its fuel consumption is lower by 2 g.

Fig. 10 shows an example of the local adaptation. The upper
panel shows that the vehicle encounters heavy traffic in the
middle of the driving route. The dotted and solid lines represent
the safety spacing required for the reference speed profile
and the actual spacing, which means that the spacing is kept
when the driver’s vehicle follows the reference speed profile,
respectively. The spacing to the preceding vehicle is shorter
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Fig. 11. Locally adapted profile in a time domain.

than the required safety spacing at around a route distance of
2500 m.

In the lower panel, the dotted and solid lines represent
the locally adapted speeds under smooth and heavy traffic
conditions, respectively. In smooth traffic, the spacing to the
preceding vehicle is always wider than the safety spacing, and
the vehicle speed follows the reference speed profile well. In
heavy traffic, the vehicle speed is slower in the heavy traffic
region, i.e., around a route distance of 2500 m, and deviates
from the reference speed profile; however, after that region, the
vehicle speed follows the reference speed profile again.

Fig. 11 shows the locally adapted speeds in a time domain.
It is shown that the adapted speed after the heavy traffic region
has the same shape as the reference profile. Thus, for most of
the entire driving route, the vehicle can run at reference speeds,
which keeps the vehicle running in the optimal condition in the
long term if the heavy traffic regions are not too wide. The fuel
consumption and the driving time of the heavy traffic speed
profile are 0.259 kg and 315 s, respectively, which are larger
than those of the smooth condition by 10 g and 5 s, respectively.

If most routes are under heavy traffic conditions, such as rush
hour, average speeds at that time and in that region or just before
departure may be used as target speeds instead of speed limits.
Doing so reduces the number of regions with deviations from
the reference speed profile and generates a more realistic long-
term optimization result.

V. DISCUSSION AND CONCLUSION

The fuel consumption of a vehicle depends on the character-
istics of its drivetrain, road conditions, and traffic conditions.
Since it is impossible to predict future traffic conditions ac-
curately before departure, this paper has proposed a distance-
based eco-driving scheme using a two-stage hierarchy for
long-term optimization and local adaptation.

First, long-term optimization in a distance domain is made
for an entire route before departure. Then, while driving, the
speed is controlled for only the next location to follow the long-
term optimization and to adapt it for traffic conditions.

This distance-based scheme limits the adapted regions to
only nearby heavy traffic regions. The reference speed profile
is still effective, except in the heavy traffic regions, which
means that the vehicle operates in the optimal condition in the
long term if the heavy traffic regions are not too wide. This
scheme makes its computation time short enough for real-time
applications on a long-term optimal basis.

The optimization is provided by the QP method in com-
bination with the simplified fuel rate and vehicle propulsion
models. The validity of the simplified models was confirmed by
comparing their results with the optimization results provided
by the SQP method with the original models.

The time interval corresponding to each distance step and the
cost function are simplified to apply the QP method for opti-
mization. Future work involves the long-term optimal strategy,
which optimizes the cost function without simplification and
has a faster computing time so that diverse driving demands
are covered. A finer control for local adaptation is tested for
practical and reliable applications. Integration of actual traffic
data and the proposed scheme is planned, which makes the
proposed scheme more effective.
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